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Abstract

The well-known stochastic SIS model characterized by highly nonlinear in epidemiology has a

unique positive solution taking values in a bounded domain with a series of dynamical behaviors.

However, the approximation methods to maintain the positivity and long-time behaviors for the

stochastic SIS model, while very important, are also lacking. In this paper, based on a logarithmic

transformation, we propose a novel explicit numerical method for a stochastic SIS epidemic model

whose coefficients violate the global monotonicity condition, which can preserve the positivity of

the original stochastic SIS model. And we show the strong convergence of the numerical method

and derive that the rate of convergence is of order one. Moreover, the extinction of the exact

solution of stochastic SIS model is reproduced. Some numerical experiments are given to illustrate

the theoretical results and testify the efficiency of our algorithm.
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1. Introduction

Infectious diseases are the public enemy of human population and seriously threatening the

health and life. In many research methods of infectious disease, epidemic models are widely used

for analyzing the spread and control of infectious diseases. A common type of mathematical models

in epidemiology is known as the SIS (Susceptible-Infected-Susceptible) epidemic models, which are

used to describe some infections that don’t have permanent immunity and individuals become sus-

ceptible again after infection. For example, Hethcote-Yorke [1] has indicated that rota-viruses, some

sexually transmitted and bacterial infections have such characteristics. In the real world, epidemic

spreads are always affected by demographic and environmental stochasticity. However, determin-

istic model can’t capture these fluctuating features. Hence, the stochastic SIS epidemic model

IThis work was supported by National Natural Science Foundation of China (12101144, 12001125).
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[2], which can provide description and prediction more accurately than that of their deterministic

counterpart, have attracted considerable attention and is described bydS(t) =
[
µN − βS(t)I(t) + γI(t)− µS(t)

]
dt− σS(t)I(t)dB(t),

dI(t) =
[
βS(t)I(t)− (µ+ γ)I(t)

]
dt+ σS(t)I(t)dB(t),

(1.1)

with initial values I(0) + S(0) = S0 + I0 = N , where St denotes the number of susceptibles, It is

the number of infecteds at time t and N is the total amount of entire population among whom

the disease is spreading. Moreover, µ ≥ 0 is the per capita death rate, and γ ≥ 0 is the cure rate

of infected individuals, so 1/γ is the average infectious period. In addition, β ≥ 0 is the disease

transmission coefficient, and B(t) is a standard Brownian motion defined on a complete probability

space. σ is the variance of the number of potentially infectious contacts that a single infected

individual makes with another individual over the small time interval [t, t+ dt).

It is worth noting that it is easy to get I(t) + S(t) = N by solving

d
[
S(t) + I(t)

]
=
[
µN − µ

(
S(t) + I(t)

)]
dt.

Therefore, (1.1) can be written equivalently as follows

dI(t) =
[
ηI(t)− βI(t)2

]
dt+ σI(t)

(
N − I(t)

)
dB(t), (1.2)

with initial value I(0) = I0 ∈ (0, N), where η = βN − µ − γ, and Gray et al. [2] have studied a

number of nice properties for the special stochastic SIS epidemic model (1.2). Particularly, here

we mention an important theorem from [2], which shows that the unique solution of (1.2) not only

exists but also remains within the bounded domain (0, N).

Theorem 1.1. For any given initial value I0 ∈ (0, N), the SDE (1.2) has a unique global solution
taking values in the domain (0, N), i.e.,

P
{
I(t) ∈ (0, N) ∀t ≥ 0

}
= 1.

Nevertheless, the true solution of the nonlinear SDE (1.2) is not available, which means that looking

for well-performed numerical methods is necessary to simulate and help to observe the behavior of

the underlying SIS epidemic model. The most common numerical method for SDEs with global

Lipschitz continuous coefficients is classical Euler-Maruyama (EM) method. But Hutzenthaler-

Jentzen-Kloeden [3, Theorem 2.1] have showed that, for SDEs whose coefficients are growing su-

perlinearly, EM approximations would inevitably involve the pth moments diverging to infinity. In

recent years, several modified EM schemes, including implicit schemes and explicit schemes, have

been proposed for approximating the exact solutions of nonlinear SDEs, see, e.g., [4–14] and the

references therein. Even so, these methods mentioned above with requiring a global monotonicity

condition cannot be directly used for (1.2).
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On the other hand, constructing appropriate numerical approximations, which can perserve the

properties of the exact solution as well as reproduce the long-time behaviors for SDEs, has been

one of the research focuses in numerical analysis field. For example, Li-Yang [15] have applied a

positivity-preserving truncated EM (TEM) method to the stochastic logistic model, and further

realized long-time dynamical properties, including the stochastic permanence, extinctive and sta-

bility in distribution. Recently, Yi-Hu-Zhao [16] have presented a positivity-preserving logarithmic

EM scheme for general SDEs whose solutions are positive. Mao-Wei-Wiriyakraikul [17] have es-

tablished a new positive preserving TEM method for stochastic Lotka-Volterra competition model.

Moreover, there are few results of the positivity-preserving numerical methods for stochastic SIS

model (1.2). Specifically, Chen-Gan-Wang [18] have constructed the Lamperti smoothing trunca-

tion scheme for (1.2), which can preserve the domain of the original SDEs and have a convergence

rate of order 1. And then Yang-Huang [19] have developed a positivity preserving logarithmic EM

method, which can be regarded as an improvement on the [18]. Nonetheless, to the best of our

knowledge, [15–19] has not yet provided the results of the long-time dynamical properties of the

numerical approximation for stochastic SIS model (1.2). Precisely speaking, there is still no result

about the numerical methods which not only preserve the positivity but also the long-time dynam-

ical properties for stochastic SIS model (1.2). Thus, we in the paper are devoted to presenting an

explicit positivity-preserving numerical scheme and show the extinction of the numerical method.

Inspired by the works in [18, 20, 21], we make use of the Lamperti transformation to construct

a type of logarithmic-type transformed numerical method for (1.2). To be more specific, applying

the Itô formula to y(t) in the Lamperti-type transformation

y(t) = log(I(t))− log(N − I(t)) = log
I(t)

N − I(t)
, (1.3)

we can arrive at

dy(t) = F (y(t))dt+ σNdB(t), t ≥ 0, (1.4)

with y(0) = log(I0)− log(N − I0), where F (x) = η− (µ+ γ)ex + σ2N2

2 − σ2N2

1+ex . Note that (1.3) also

means

I(t) = N − N

1 + ey(t)
=

Ney(t)

1 + ey(t)
. (1.5)

More recently, Li-Mao-Yang [5] proposed a new explicit method and obtained the asymptotic sta-

bility of the method under more relaxed conditions. However, the transformed SDE (1.4) is still

not satisfied with some conditions in [5]. To deal with transformed SDE (1.4) with exponentially

growing coefficients, in this paper, we establish a logarithmic TEM scheme, which can be trans-

formed back to an positivity-preserving approximation of the original SDE (1.2) according to (1.5).

This allows us to preserve the same domain (0, N) of the original SDE (1.2) and obtain the first
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order rate of convergence. Moreover, one of our important contributions in our paper is the ap-

proximation of long-time dynamical properties for (1.2), namely, the extinction of the numerical

method is given.

The rest of the paper is structured as follows. Section 2 introduces some preliminary results on

certain properties for the stochastic SIS model. Section 3 constructs an explicit scheme preserving

the positivity and the domain of the exact solution, and yields the convergence rate of first order.

Section 4 focuses on the analysis the extinction of the numerical scheme, i.e. the explicit scheme

preserving the extinction of the exact solution of stochastic SIS model. Section 5 provides a couple

of numerical examples and simulations to demonstrate the efficiency of the numerical scheme.

2. Mathematical notations and lemmas

Throughout this paper, we use the following notations. Let (Ω, F , P) be a complete probability

space, and E denotes the expectation corresponding to P, and | · | denote the Euclidean norm in R.

For any a, b ∈ R, a ∨ b := max{a, b}, and a ∧ b := min{a, b}. If D is a set, its indicator function is

denoted by ID, namely ID(x) = 1 if x ∈ D and 0 otherwise. Suppose {Ft}t≥0 is a filtration defined

on this probability space satisfying the usual conditions (i.e., it is right continuous and F0 contains

all P-null sets) such that B(t) is Ft adapted. First, we state some useful lemmas which can be

found in [18].

Lemma 2.1 ([18, Theorem 3.2]). For any p ≥ 0 we have(
sup
t∈[0,T ]

E
[
I(t)−p

])
∨
(

sup
t∈[0,T ]

E
[(
N − I(t)

)−p]) ≤ Kp,

where

Kp =
(
I−p0 ∨

(
N − I0

)−p)
exp

(
pT
(
|βN − µ− γ|+ 2βN

)
+
p(p+ 1)

2
σ2N2T

)
. (2.1)

Lemma 2.2 ([18, Proposition 3.3]). For any p ∈ R, the transformed SDE (1.4) has the follow-
ing exponential integrability property

sup
t∈[0,T ]

E
[
epy(t)

]
≤ N |p|K|p|,

where Kp is given by (2.1).

Next we propose EM method to approximate the exact solution of the SDE (1.4). Given a step

size ∆ > 0 and let tk = k∆ for any integer k ≥ 0. For convenience, we will further use Cu and C

to stand for two generic positive real constants dependent on I0, β,N, µ, γ, σ, p but independent of

the step size 4 and k, which we will use in this section and later sections. Please note that the
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values of Cu and C may change between occurrences, where Cu is dependent on u. For SDE (1.4)

define the EM scheme by {
Y0 = y(0),

Y E
k+1 = Y E

k + F (Y E
k )4+ σN4Bk,

(2.2)

for any integer k ≥ 0, where 4Bk = B(tk+1)−B(tk). Transforming back, i.e.

IE,4k = N − N

1 + eY
E
k

=
NeY

E
k

1 + eY
E
k

, (2.3)

gives a strictly positive approximation of the original SDE (1.2).

Lemma 2.3 ([15, Lemma 3.2]). For any L > 0 and integer m ≥ 0, we have

E
[
e
|∆Bk|

2

4∆ |∆Bk|3m
]

=

√
2

π
Γ
(3m+ 1

2

)(
4∆
) 3m

2 , E
[
Θm
k

∣∣Ftk] ≤ C∆
3m
2 , (2.4)

where Γ(·) is the Gamma function and Θk := eL|∆Bk|
(
∆

3
2 + |∆Bk|3

)
.

Lemma 2.4 ([19, Theorem 2.1]). For any p > 0 there exists a constant C > 0 such that

E
[

sup
k=0,...,bT/∆c

|Y E
k − y(tk)|p

]
≤CT∆p (2.5)

for any ∆ ∈ (0, 1] and T > 0, where bT/∆c represents the integer part of T/∆.

Remark 2.5. Although Lemma 2.4 shows that the logarithmic EM method can strongly converge
to the exact solution of stochastic SIS model (1.2), which can be found in [19, Theorem 2.2], it
has not yet provided the results about the approximation of the long-time dynamical properties for
stochastic SIS model (1.2). The main reason is that the diffusion term and nonlinear term of SDE
(2.2) will lead to extraordinary values. In other words, a numerical method which can efficiently
prevent producing the extraordinary values would be able to preserve the properties of the exact
solution on the basis of Taylor expansion. Thus, in the next section, we define the explicit scheme
by using an appropriate truncation map.

3. Convergence rate of the logarithmic TEM method

In this section, we aim to construct a logarithmic TEM method, which can preserve the positivity

of the original stochastic SIS model (1.2). Moreover, this allows us to preserve the same domain

(0, N) of the original stochastic SIS model (1.2) and obtain the first order rate of convergence. For

any given stepsize ∆ ∈ (0, 1), define a TEM scheme byȲk+1 = Yk + F (Yk)4+ σN4Bk,

Yk+1 = Ȳk+1 ∧ log(K4−
1
2 ),

(3.1)
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for any integer k ≥ 0, where K > 1 + eY0 . Transforming back, i.e.

Ī4k = N − N

1 + eȲk
=

NeȲk

1 + eȲk
, I4k = N − N

1 + eYk
=

NeYk

1 + eYk
, (3.2)

and Ī4k gives a strictly positive approximation of the original SDS (1.2). Lemmas 3.1 and 3.2 will

play their important roles in the proof of the strong convergence of the numerical solutions.

Lemma 3.1. For any p > 0, the TEM scheme defined by (3.1) has the property that

sup
∆∈(0,1)

sup
0≤k≤bT/∆c

E
[
epYk

]
≤ sup

∆∈(0,1)
sup

0≤k≤bT/∆c
E
[
epȲk

]
≤ CT (3.3)

for any T > 0.

Proof. We know that

Ȳk+1 ≤ Yk +
(
η +

σ2N2

2

)
∆ + σN∆Bk ≤ Ȳk +

(
η +

σ2N2

2

)
∆ + σN∆Bk.

Then

Ȳk ≤ Y0 +
(
η +

σ2N2

2

)
k∆ +

k−1∑
i=0

σN∆Bi

for any integer k ≥ 1. Thus, for any p > 0 we have

E
[
epȲk

]
≤E
[

exp
(
pY0 + p

(
η +

σ2N2

2

)
T + p

k−1∑
i=0

σN∆Bi

)]
≤ exp

(
pY0 + p

(
η +

σ2N2

2

)
T +

p2σ2N2

2
T
)
.

The proof is complete.

Lemma 3.2. For any p > 0, the TEM scheme defined by (3.1) has the property that

sup
∆∈(0,1)

sup
0≤k≤bT/∆c

E
[
e−pYk

]
≤ CT (3.4)

for any ∆ ∈ (0, 1] and T > 0.

Proof. Using the well-known Taylor formula we get

e−Ȳk+1 ≤e−Yk − e−Yk(Ȳk+1 − Yk) +
1

2
e−Yk(Ȳk+1 − Yk)2 +

1

6
e−Yke|Ȳk+1−Yk||Ȳk+1 − Yk|3,

where |Ȳk+1 − Yk| ≤ C4+ (µ+ γ)eYk4+ |σN ||4Bk| ≤ C4
1
2 + |σN ||4Bk|, and

|Ȳk+1 − Yk|3 =|F (Yk)4+ σN4Bk|3 ≤ 4
(
|F (Yk)|343 + |σN |3|4Bk|3

)
≤4
(
4|η + 0.5σ2N2|343 + 4(µ+ γ)3e3Yk43 + |σN |3|4Bk|3

)
≤4
(
4|η + 0.5σ2N2|343 + 4K3(µ+ γ)343/2 + |σN |3|4Bk|3

)
. (3.5)
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Then using the above inequality, we have

e−Ȳk+1 ≤e−Yk
[
1− (Ȳk+1 − Yk) +

1

2
(Ȳk+1 − Yk)2 + C exp

(
C4

1
2 + |σN ||4Bk|

)(
4

3
2 + |4Bk|3

)]
≤e−Yk

[
1− (Ȳk+1 − Yk) +

1

2
(Ȳk+1 − Yk)2 + C exp

(
|σN ||4Bk|

)(
4

3
2 + |4Bk|3

)]
=e−Yk

[
1− F (Yk)4− σN4Bk +

1

2

(
F (Yk)4+ σN4Bk

)2
+ Uk

]
≤e−Yk

[
1− F (Yk)4− σN4Bk +

∣∣F (Yk)
∣∣242 + |σN |2

∣∣4Bk∣∣2 + Uk

]
≤e−Yk

[
1 +

(
(µ+ γ)eYk − η

)
4− σN4Bk + C42 +K2(µ+ γ)4+ |σN |2

∣∣4Bk∣∣2 + Uk

]
,

where

Uk = C exp
(
|σN ||∆Bk|

)(
∆

3
2 + |∆Bk|3

)
,

by Lemma 2.3 one observes that

E
[
Umk
∣∣Ftk] ≤ C∆

3m
2 . (3.6)

Then

(1 + e−Ȳk+1)p ≤ (1 + e−Yk)p(1 + ζk)
p, (3.7)

where

ζk =
e−Yk

1 + e−Yk

[
(µ+ γ)eYk4+

(
K2(µ+ γ)− η

)
4+ C∆2 + |σN |2(∆Bk)

2 − σN∆Bk + Uk

]
,

and we can see that ζk > −1. For the given constant p > 2, choose an integer m such that

2m < p ≤ 2(m+ 1). It follows from [22, Lemma 3.3] and (3.7) that

E
[(

1 + e−Z̄k+1
)p∣∣Ftk]

≤
(
1 + e−Zk

)p{
1 + pE

[
ζk
∣∣Ftk]+

p(p− 1)

2
E
[
ζ2
k

∣∣Ftk]+ E
[
Pm(ζk)ζ

3
k

∣∣Ftk]}, (3.8)

where Pm(x) represents a mth-order polynomial of x with coefficients depending only on p, and m

is an integer. Noticing that the increment 4Bk is independent of Ftk , we derive that

E
[
(4Bk)2j−1

∣∣Ftk] = 0, E
[
(4Bk)2j

∣∣Ftk] =
(2j)!

2jj!
4j , j = 1, 2, . . . , (3.9)

and using (3.6), we compute

E
[
ζk
∣∣Ftk] =

e−Yk

1 + e−Yk

(
(µ+ γ)eYk4+

(
K2(µ+ γ) + |σN |2 − η

)
4+ C∆2 + E

[
Uk
∣∣Ftk])

≤ e−Yk

1 + e−Yk

(
(µ+ γ)eYk4+ C4

)
≤ C4, (3.10)
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and

E
[
ζ2
k

∣∣Ftk] =
e−2Yk(

1 + e−Yk
)2E[((µ+ γ)eYk4+

(
K2(µ+ γ)− η

)
4+ C∆2

+ |σN |2(∆Bk)
2 − σN∆Bk + Uk

)2∣∣∣Ftk]
≤ e−2Yk(

1 + e−Yk
)2(3(µ+ γ)2e2Yk42 + C42 + 3|σN |24+ E

[
U2
k

∣∣Ftk])
≤ e−2Yk(

1 + e−Yk
)2(3(µ+ γ)2e2Yk42 + C4

)
≤ C4. (3.11)

To estimate E
[
Pm(ζk)ζ

3
k

∣∣Ftk], we begin with E
[
ζ3
k

∣∣Ftk]. Using (3.6) and (3.9) we obtain

E
[
ζ3
k

∣∣Ftk] =
e−3Yk(

1 + e−Yk
)3E[((µ+ γ)eYk4+

(
K2(µ+ γ)− η

)
4+ C∆2

+ |σN |2(∆Bk)
2 − σN∆Bk + Uk

)3∣∣∣Ftk]
≤ e−3Yk(

1 + e−Yk
)3((µ+ γ)3e3Yk43 + C4

3
2 + E

[
U3
k

∣∣Ftk]) ≤ C4 3
2 . (3.12)

On the other hand, we can use the same method to derive that

E
[
ζ3
k

∣∣Ftk] =
e−3Yk(

1 + e−Yk
)3E[((µ+ γ)eYk4+

(
K2(µ+ γ)− η

)
4+ C∆2

+ |σN |2(∆Bk)
2 − σN∆Bk + Uk

)3∣∣∣Ftk]
≥− e−3Yk(

1 + e−Yk
)3((µ+ γ)3e3Yk43 + C4

3
2 + E

[
U3
k

∣∣Ftk]) ≥ −C4 3
2 . (3.13)

Thus, both of the above inequality imply E
[
a0ζ

3
k

∣∣Ftk] ≤ o(4) for any constant a0, where ai

represents the coefficient of ζik term in polynomial Pm(ζk). We can also show that

E
[
|aiζ3+i

k |
∣∣Ftk] ≤ o(4)

for any i ≥ 1. These implies

E
[
Pm(ζk)ζ

3
k

∣∣Ftk] ≤ o(4). (3.14)

Combining (3.8), (3.10), (3.11) and (3.14), we obtain that

E
[(

1 + e−Ȳk+1
)p∣∣Ftk] ≤ (1 + e−Yk

)p(
1 + C4

)
(3.15)

for any integer 0 ≤ k ≤ bT/∆c. Obviously,

E
[(

1 + e−Ȳk+1
)p] ≤ (1 + C4

)
E
[(

1 + e−Yk
)p]

. (3.16)
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Define Ωk =
{
ω
∣∣Ȳk ≤ log(K4−

1
2 )
}

and using the Chebyshev’s inequality, we can see that

E
[(

1 + e−Yk
)p]

=E
[(

1 + e−Yk
)p
IΩk

]
+ E

[(
1 + e−Yk

)p
IΩck

]
=E
[(

1 + e−Ȳk
)p
IΩk

]
+ E

[(
1 +K−14

1
2
)p
IΩck

]
≤E
[(

1 + e−Ȳk
)p]

+ 2pP
{
Ȳk > log(K4−

1
2 )
}

≤
(
1 + C4

)
E
[(

1 + e−Yk−1
)p]

+ 2p
Ee2Ȳk

K24−1
. (3.17)

It follows from the result of Lemma 3.1 that

E
[(

1 + e−Yk
)p] ≤(1 + C4

)
E
[(

1 + e−Yk−1
)p]

+ C4

≤
(
1 + C4

)k(
1 + e−Y0

)p
+ C4

k−1∑
i=0

(
1 + C4

)i
≤eCk4

(
1 + e−Y0

)p
+ Ck4eCk4 ≤ eCT

[(
1 + e−Y0

)p
+ CT

]
. (3.18)

Therefore the desired result follows.

Define τR = inf{k∆ ≥ 0 : y(tk) ≥ logR}, ρ∆ = inf
{
k∆ ≥ 0 : Ȳ∆(tk) ≥ log(K∆−

1
2 )
}
. By

Lemma 2.2 we have

RpP{τR ≤ T} ≤ E
[
epy(T∧τR)I{τR≤T}

]
+ E

[
epy(T∧τR)I{τR>T}

]
= E

[
epy(T∧τR)

]
≤ CT .

It is easy to see that

P{τR ≤ T} ≤ CTR−p, ∀ p > 0, (3.19)

where C is a positive constant independent of R. Moreover, by the virtue of Lemma 3.1, we have

E
[

exp
(
p log(K∆−

1
2 )
)
I{ρ∆≤T}

]
≤E
[

exp
(
pȲ∆(T ∧ ρ∆)

)]
= E

[
exp

(
pȲbT∧ρ∆4 c

)]
≤ sup

0≤k≤bT/4c
E
[

exp
(
pȲk
)]
≤ CT ,

implies that

P
{
ρ4 ≤ T

}
≤ CTK−p∆p/2, ∀ p > 0, (3.20)

where C is a positive constant independent of ∆.

Theorem 3.3. For any p > 0, the TEM scheme defined by (3.1) has the property that

sup
0≤k≤bT/∆c

E
[
|Yk − y(tk)|p

]
≤ CT∆p

for any ∆ ∈ (0, 1) and T > 0.
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Proof. Define θ̄4 = τK∆−1/2 ∧ ρ4, Ω1 := {ω : θ̄4 > T}, ūk = Yk − y(tk), for any k∆ ∈ [0, T ],

where τL and ρ4 are defined by (3.19), and (3.20), respectively. For any q > p, using the Young

inequality we obtain that

E|ūk|p =E (|ūk|pIΩ1) + E
(
|ūk|pIΩc1

)
≤E (|ūk|pIΩ1) +

p4p

q
E (|ūk|q) +

q − p
q4p2/(q−p)P(Ωc

1). (3.21)

It follows from the results of Lemmas 2.2, 3.1 and 3.2 that

p4p

q
E (|ūk|q) ≤ CT4p. (3.22)

It follows from (3.19), and (3.20) that

q − p
q4p2/(q−p)P(Ωc

1) ≤ q − p
q4p2/(q−p)

(
P{τK∆−1/2 ≤ T}+ P{ρ4 ≤ T}

)
≤ 2(q − p)
q4p2/(q−p)

CT

Kδ∆−
δ
2

≤ CT∆
δ
2
− p2

q−p ≤ CT4p, (3.23)

where δ ≥ 2pq/(q − p). Inserting (3.22), (3.23) and (2.5) into (3.21) yields

E|ūk|p ≤ E (|ūk|pIΩ1) + CT∆p ≤ sup
0≤k≤bT∧ρ∆

∆
c
E
[
|Yk − y(tk)|p

]
+ CT∆p

= sup
0≤k≤bT∧ρ∆

∆
c
E
[
|Y E
k − y(tk)|p

]
+ CT∆p ≤ CT∆p. (3.24)

The proof is complete.

Theorem 3.4. For any p > 0 there exists a constant C > 0 such that

sup
k=0,...,bT/∆c

E
[∣∣I(tk)− I4k

∣∣p] ≤CT∆p

for any ∆ ∈ (0, 1] and T > 0.

Proof. By the Lamperti-transformation (1.5) and (3.2), we have

sup
k=0,...,bT/∆c

E
[∣∣∣I(tk)− I4k

∣∣∣p] =N sup
k=0,...,bT/∆c

E
[∣∣∣ ey(tk)

1 + ey(tk)
− eYk

1 + eYk

∣∣∣p]
≤N sup

k=0,...,bT/∆c
E
[∣∣y(tk)− Yk

∣∣p].
Thus, by applying Theorem 3.3, we infer that

E
[

sup
k=0,...,bT/∆c

∣∣∣I(tk)− I4k
∣∣∣p] ≤ N sup

k=0,...,bT/∆c
E
[∣∣y(tk)− Yk

∣∣p] ≤ CT∆p (3.25)

for any ∆ ∈ (0, 1]. The proof is complete.
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4. Extinction

In the study of population systems, extinction is one of the most important issues, the easily

implementable scheme preserving the underlying extinction is desired eagerly. In this section we

cite the extinction criterion of the exact solution for SIS epidemic models (1.2) (see, e.g., [2]) and go

a further step to show the logarithmic TEM method keeping extinction well. To begin this section,

we cite an extinction of stochastic SIS models, please see details in [2].

Theorem 4.1 ([2, Theorem 4.1]). If

RS0 := RD0 −
σ2N2

2(µ+ γ)
=

βN

µ+ γ
− σ2N2

2(µ+ γ)
< 1 and σ2 ≤ β

N
, (4.1)

then for any given initial value I0 ∈ (0, N), the solution of the SDE (1.2) obeys

lim sup
t→∞

1

t
log(I(t)) ≤ βN − µ− γ − 0.5σ2N2 < 0 a.s.; (4.2)

namely, I(t) tends to zero exponentially a.s. In other words, the disease dies out with probability
one.

Theorem 4.2. Under the condition of Theorem 4.1, there is a constant 4 ∈ (0,∆∗) such that the
scheme (3.1) has the property that

lim sup
k4→∞

1

k4
log(I4k ) ≤ βN − µ− γ − 0.5σ2N2 + h(4) < 0 a.s.; (4.3)

namely, I4k tends to zero exponentially a.s. In other words, the disease dies out with probability
one, where

h(4) := 6|η + 0.5σ2N2|342 + 6K3(µ+ γ)3 + 4|σN |34
1
2 , (4.4)

and 4∗ is the positive solution of the equation (in 4)

h(4) = 0.5σ2N2 + µ+ γ − βN.

Proof. Clear, we can see that Yk ≤ log(K4−
1
2 ) and Yk ≤ Ȳk. Direct calculation leads to

I4k − Ī
4
k =

N

1 + eȲk
− N

1 + eYk
=

N(eYk − eȲk)

(1 + eȲk)(1 + eYk)
≤ 0,

implies that Ik ≤ Īk. Here and below we always denote

f(x) := N − N

1 + ex
=

Nex

1 + ex
, ∀ x ∈ R,

we derive that
f ′(x) =

Nex

1 + ex
1

1 + ex
=

f(x)

1 + ex
, f ′′(x) =

Nex(1− ex)

(1 + ex)3
=
f(x)(1− ex)

(1 + ex)2
,

f ′′′(x) =
Nex

(1 + ex)4

[
(1− ex)2 − 2ex

]
=

f(x)

(1 + ex)3

[
(1− ex)2 − 2ex

]
.

(4.5)
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To proceed, we define

V (x) := log f(x) = log
Nex

1 + ex
, ∀ x ∈ R.

It is easy to see that

V ′(x) =
f ′(x)

f(x)
=

1

1 + ex
,

V ′′(x) =
[f ′(x)

f(x)

]′
=
f ′′(x)

f(x)
−
(f ′(x)

f(x)

)2
=

1− ex

(1 + ex)2
− 1

(1 + ex)2
=

−ex

(1 + ex)2
,

V ′′′(x) =
f ′′′(x)

f(x)
− 3

f ′(x)f ′′(x)

f2(x)
+ 2
[f ′(x)

f(x)

]3
=

(1− ex)2

(1 + ex)3
− 1

(1 + ex)2
,

(4.6)

and for any x ∈ R,

|V ′′′(x)| ≤ 1

(1 + ex)
+

1

(1 + ex)2
≤ 2. (4.7)

Then, by the virtue of the Taylor formula with Lagrange remainder term, we have

V (Ȳk+1) =V (Yk) + V ′(Yk)(Ȳk+1 − Yk) +
V ′′(Yk)

2
(Ȳk+1 − Yk)2

+
V ′′′(Yk + θ(Ȳk+1 − Yk))

3!
(Ȳk+1 − Yk)3

=V (Yk) +
Ȳk+1 − Yk

1 + eYk
+
−eYk(Ȳk+1 − Yk)2

2(1 + eYk)2
+
V ′′′(Yk + θ(Ȳk+1 − Yk))

3!
(Ȳk+1 − Yk)3, (4.8)

where θ ∈ (0, 1). By (4.7), we can see that

V (Ȳk+1) ≤V (Yk) + (1 + eYk)−1(Ȳk+1 − Yk) +
−eYk

2(1 + eYk)2
(Ȳk+1 − Yk)2 +

1

3
|Ȳk+1 − Yk|3. (4.9)

It follows from Lemma 2.3 that E|4Bk|3 = (24)
3
2 /
√
π, and by (3.5), one observes

1

3
|Ȳk+1 − Yk|3 ≤h(4)4+M

(1)
k ,

where

M
(1)
k = 2|σN |3

(
|4Bk|3 −

(24)
3
2

√
π

)
.

Inserting the above inequality into (4.9) we have

V (Ȳk+1) ≤V (Yk) + (1 + eYk)−1(Ȳk+1 − Yk) +
−eYk

2(1 + eYk)2
(Ȳk+1 − Yk)2 + h(4)4+M

(1)
k . (4.10)

The second and third terms at the right end of the estimation inequality, we have

(1 + eYk)−1(Ȳk+1 − Yk) =(1 + eYk)−1
[(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)
4+ σN4Bk

]
=(1 + eYk)−1

(
η − (µ+ γ)eYk

)
4+ (1 + eYk)−1σN4Bk

+ (1 + eYk)−1
(σ2N2

2
− σ2N2

1 + eYk

)
4, (4.11)
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and

(Ȳk+1 − Yk)2 =
[(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)
4+ σN4Bk

]2

=

(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)2

42 + σ2N2
(
|4Bk|2 −4

)
+ σ2N24

+ 2σN4
(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)
4Bk

=σ2N24+

(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)2

42 +M
(2)
k ,

where

M
(2)
k := σ2N2

(
|4Bk|2 −4

)
+ 2σN4

(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)
4Bk.

Then

−eYk
2(1 + eYk)2

(Ȳk+1 − Yk)2 =
−eYk

2(1 + eYk)2

[(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)
4+ σN4Bk

]2

=− σ2N2eYk

2(1 + eYk)2
4− eYk

2(1 + eYk)2
M

(2)
k

− eYk

2(1 + eYk)2

(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)2

42 (4.12)

Substituting (4.11) and (4.12) into (4.10) yields

V (Ȳk+1) ≤V (Yk) + (1 + eYk)−1
(
η − (µ+ γ)eYk

)
4+ (1 + eYk)−1σN4Bk

+ (1 + eYk)−1
(σ2N2

2
− σ2N2

1 + eYk

)
4− σ2N2eYk

2(1 + eYk)2
4− eYk

2(1 + eYk)2
M

(2)
k

− eYk

2(1 + eYk)2

(
η − (µ+ γ)eYk +

σ2N2

2
− σ2N2

1 + eYk

)2

42 + h(4)4+M
(1)
k

≤V (Yk) + (1 + eYk)−1
(
η − (µ+ γ)eYk

)
4+ (1 + eYk)−1

(σ2N2

2
− σ2N2

1 + eYk

)
4

− σ2N2eYk

2(1 + eYk)2
4+ h(4)4+Mk, (4.13)

where

Mk = (1 + eYk)−1σN4Bk −
eYk

2(1 + eYk)2
M

(2)
k +M

(1)
k .

We can see that

(1 + eYk)−1
(σ2N2

2
− σ2N2

1 + eYk

)
− σ2N2eYk

2(1 + eYk)2
=

σ2N2

2(1 + eYk)2

(
1 + eYk − 2− eYk

)
=− σ2N2

2(1 + eYk)2
,

and

(1 + eYk)−1
(
η − (µ+ γ)eYk

)
=(1 + eYk)−1

(
βN − µ− γ − (µ+ γ)eYk

)
13



=(1 + eYk)−1
(
βN − (µ+ γ)(1 + eYk)

)
=

βN

1 + eYk
− µ− γ.

Making use of the above inequality and (4.13) yields

V (Ȳk+1) ≤V (Yk) +
( βN

1 + eYk
− µ− γ − σ2N2

2(1 + eYk)2

)
4+ h(4)4+Mk. (4.14)

Due to (3.2) and definition of V , we have

V (Ȳk+1) = log(Ī4k+1), V (Yk) = log(I4k ), N − I4k =
N

1 + eYk
,

and hence V (Yk+1) ≤ V (Ȳk+1),

βN

1 + eYk
− µ− γ = βN − βI4k − µ− γ, −

σ2N2

2(1 + eYk)2
= −0.5σ2(N − I4k )2.

Then

log(I4k+1) ≤ log(I4k ) +
[
βN − µ− γ − βI4k − 0.5σ2(N − I4k )2

]
4+ h(4)4+Mk

= log(I4k ) + g(I4k )4+ h(4)4+Mk, (4.15)

for any integer k ≥ 0, where g : R→ R is defined by

g(x) = βN − µ− γ − βx− 0.5σ2(N − x)2. (4.16)

However, under condition (4.1), we have

g(I4k ) ≤ βN − µ− γ − 0.5σ2N2

for I4k ∈ (0, N). It then follows from (4.15) that

log(I4k+1) ≤ log(I4k ) +
(
βN − µ− γ − 0.5σ2N2

)
4+ h(4)4+Mk.

Repeating this procedure arrives at

log(I4k ) ≤ log(I0) +
(
βN − µ− γ − 0.5σ2N2

)
k4+ h(4)k4+

k−1∑
i=0

Mi.

This implies

lim sup
k4→+∞

1

k4
log(I4k ) ≤ βN − µ− γ − 0.5σ2N2 + h(4) + lim sup

k4→+∞

1

k4

k−1∑
i=0

Mi a.s. (4.17)

However, by the large number theorem for martingales (see, e.g., [23]), we have

lim sup
k4→+∞

1

k4

k−1∑
i=0

Mi = 0 a.s.

We therefore obtain the desired assertion (4.20) from (4.17).

In Theorem 4.1 we require the noise intensity σ2 ≤ β/N . The following theorem covers the case

when σ2 > β/N .
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Theorem 4.3 ([2, Theorem 4.3]). If

σ2 >
β

N
∨ β2

2(µ+ γ)
, (4.18)

then for any given initial value I0 ∈ (0, N), the solution of the SDE SIS model (1.2) obeys

lim sup
t→∞

1

t
log(I(t)) ≤ −µ− γ +

β2

2σ2
< 0 a.s.; (4.19)

namely, I(t) tends to zero exponentially a.s. In other words, the disease dies out with probability
one.

Note that condition (4.18) implies that RS0 ≤ 1.

Theorem 4.4. Under the condition of Theorem 4.3, there is a constant 4 ∈ (0,∆∗∗) such that the
scheme (3.1) has the property that

lim sup
k4→∞

1

k4
log(I4k ) ≤ −µ− γ +

β2

2σ2
+ h(4) < 0 a.s.; (4.20)

namely, I4k tends to zero exponentially a.s. In other words, the disease dies out with probability
one, where 4∗∗ is the positive solution of the equation (in 4)

h(4) = µ+ γ − β2

2σ2
,

and h(4) is given by (4.4).

Proof. We use the same way as in the proof of Theorem 4.2. By condition (4.18), it is easy to see

that g(x) ≤ g(x̄) for any x ∈ (0, N), where

x̄ :=
σ2N − β

σ2
∈ (0, N).

Compute

g(x̄) = βN − µ− γ − 0.5σ2N2 +
(σ2N − β)2

2σ2
= −µ− γ +

β2

2σ2
< 0.

This implies, in the same way as in the proof of Theorem 4.2, that

lim sup
k4→+∞

1

k4
log(I4k ) ≤ g(x̄) + h(4) a.s.,

as required. The proof is hence complete.
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5. Examples and simulations

In order to illustrate the efficiency of the logarithmic TEM scheme we introduce some examples

and simulations. We shall assume that the unit of time is one day and the population sizes are

measured in units of 1 million, unless otherwise stated.

Example 5.1. Consider the stochastic SIS epidemic model (see, e.g., [2, Example 4.2])

dI(t) =
[
5I(t)− 0.5I(t)2

]
dt+ 0.035I(t)

(
100− I(t)

)
dB(t). (5.1)

Noting that

RS0 =
βN

µ+ γ
− σ2N2

2(µ+ γ)
= 1.111− 0.136 < 1 and σ2 = 0.001225 ≤ β

N
= 0.005,

we can therefore conclude, by Theorem 4.1, that for any initial value I0 ∈ (0, 100), I(t) will tend
to zero exponentially with probability one.

To compare to the simulations of the classical EM method (see, [2, Example 4.2]), then all
parameters are same as the classical EM method. The simulations in Figure 2 show the sample
paths of the solution for t ∈ [0, 50] by the logarithmic TEM scheme. Both figures show clearly that
the logarithmic TEM scheme (3.2) reproduces the dynamic properties of the underlying SDE (5.1).
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Figure 1: The approximation error of the exact solution and the numerical solution by the logarithmic EM scheme
(2.3) as the function of step size 4 ∈ {2−9, 2−10, . . . , 2−16}, with initial values (left) I0 = 1 and (right) I0 = 90.

Due to no closed-form of the solution, using scheme (3.2), we regard the better approximation
with 4 = 2−19 as the exact solution I(t) and compare it with the numerical solution Ik with
∆ = 2−9, 2−10, . . . , 2−16. To compute the approximation error, we run M independent trajectories

where I(j)(tk) and I
(j)
k represent the jth trajectories of the exact solution I(t) and the numerical

solution Ik respectively. Thus

Error(p) :=

(
E
[

sup
k=0,...,bT/∆c

|I(tk)− Ik|p
]) 1

p

≈
(

1

M

M∑
j=1

[
sup

k=0,...,bT/∆c
|I(j)(tk)− I

(j)
k |

p
]) 1

p

.
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Figure 2: The approximation error of the exact solution and the numerical solution by the logarithmic EM scheme
(2.3) as the function of step size 4 ∈ {2−9, 2−10, . . . , 2−16}, with initial values (left) I0 = 90 and (right) I0 = 1.

To reduce the time of simulations without losing any necessary illustration, we only simulate the

paths for t ∈ [0, 2], and plotting the log2-log2 approximation error
(
E
[

supk=0,...,b2/∆c |I(tk)−Ik|5
]) 1

5

with M = 1000. The blue solid line depicts log2-log2 error while the red dashed is a reference line
of slope 1 in Figure 1.

Example 5.2. We keep the system parameters the same as in Example 5.1 but let σ = 0.08, so
the stochastic SIS model (1.2) becomes (see, e.g., [2, Example 4.4])

dI(t) =
[
5I(t)− 0.5I(t)2

]
dt+ 0.08I(t)

(
100− I(t)

)
dB(t). (5.2)

It is easy to verify that the system parameters obey condition (4.18). We can therefore conclude,
by Theorem 4.3, that for any initial value I0 ∈ (0, 100), I(t) will tend to zero exponentially with
probability one.

The computer simulations shown in Figure 3 clearly support these results.
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Figure 3: The approximation error of the exact solution and the numerical solution by the logarithmic EM scheme
(2.3) as the function of step size 4 ∈ {2−9, 2−10, . . . , 2−16}, with initial values (left) I0 = 1 and (right) I0 = 90.
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Figure 4: The approximation error of the exact solution and the numerical solution by the logarithmic EM scheme
(2.3) as the function of step size 4 ∈ {2−9, 2−10, . . . , 2−16}, with initial values (left) I0 = 90 and (right) I0 = 1.

Example 5.3. Consider the stochastic SIS epidemic model (see, e.g., [2, Example 5.3])

dI(t) =
[
5I(t)− 0.5I(t)2

]
dt+ 0.01I(t)

(
100− I(t)

)
dB(t). (5.3)

The simulation descriptions of this example are similar to Example 5.1, so we omit it here.
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Figure 5: The approximation error of the exact solution and the numerical solution by the logarithmic EM scheme
(2.3) as the function of step size 4 ∈ {2−9, 2−10, . . . , 2−16}, with initial values (left) I0 = 1 and (right) I0 = 90.

Remark 5.4. This paper aims to show strong convergence rate and extinction of logarithmic TEM
method for nonlinear SDEs (1.2) under nonglobally monotone coefficients. However, we have not
obtained the persistence and stationary distribution of logarithmic TEM method, which could be a
new direction of our further work. Although we have not proved the persistence of logarithmic TEM
method, it is easy to see from Figure 6 that without extra restrictions the numerical solutions of the
logarithmic TEM method stay in step of persistence with the exact solutions.
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