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Repeat-until-success strategy is a standard method to obtain success with a probability which
grows exponentially in the number of iterations. However, since quantum systems are disturbed after
a quantum measurement, it is not straightforward how to perform repeat-until-success strategies in
certain quantum algorithms. In this paper, we propose a new structure for probabilistic higher-order
transformation named success-or-draw, which allows a repeat-until-success implementation. For that
we provide a universal construction of success-or-draw structure which works for any probabilistic
higher-order transformation on unitary operations. We then present a semidefinite programming
approach to obtain optimal success-or-draw protocols and analyze in detail the problem of inverting
a general unitary operation.

Introduction – Quantum algorithms are an inevitable
element for exploiting the potential of quantum compu-
tation [1–3]. In many quantum algorithms, a unitary op-
eration characterizing the problem and its related quan-
tum operations, such as its inverse operation, are used as
subroutines. Quantum supermaps describe such relation-
ships between quantum operations, and are used for an-
alyzing higher-order transformations between quantum
operations [4–6]. In spite of their concrete formalism,
many “useful” supermaps, such as cloning unitary op-
erations [7], inverting unitary operations [8–12], control-
ling unitary operations [13], unitary learning [11, 14], are
not physically implementable in an exact and determin-
istic manner. In order to perform such supermaps, two
types of relaxation are usually considered: the approx-
imate transformation and the probabilistic transforma-
tion. In addition to these relaxations, adding certain
resources is also considered, especially by allowing multi-
ple calls of an input quantum operation. In the quantum
circuit implementation, multiple calls are achievable by
using the corresponding quantum circuit multiple times.
With the assumption of multiple calls, the strategy to
approximate supermaps has an advantage because it is
always possible to perform process tomography [15] to
obtain a classical description of the input quantum op-
eration, calculate the output quantum operation of the
supermap, and implement the output quantum operation
according to the classical description. On the other hand,
it is not known in general whether we can perform a su-
permap probabilistically but exactly, even if an arbitrary
but finite number of calls are allowed.

Quantum process tomography [15] allows a univer-
sal and approximate implementation of quantum su-
permaps, but the figure of merit, usually the average
fidelity F , is expected to scale as 1 − 1/poly(N) given

a)

b)

FIG. 1. Success-or-draw supermaps are the ones when the su-
permap fails, the output state remains to be the initial state.
Since the initial state is not altered on failure, one can re-
iterate this protocol to obtain an exponentially decreasing
failure probability. Fig. 1a represents the action of a success-
or-draw supermap: when it succeeds, the target operation
f(U) is obtained; and when it draws, the identity operation
id is obtained. Fig. 1b illustrates a repeat-until-success pro-
tocol which is allowed for a success-or-draw protocol.

N calls of the input operation. The probabilistic strat-
egy, on the other hand, can achieve a success probability
converges to one exponentially, if it is possible to perform
independent trials such as in a repeat-until-success proto-
col. That is, if we can perform a probabilistic supermap
with probability p using “a unit of resources” such as
one quantum operations, we can perform this probabilis-
tic supermap with probability 1− (1−p)N using N units
of resources. However, the resources required to perform
a supermap are not only the input quantum operations,
the input state which the output quantum operation of
the supermap is applied on, should also be counted as
a resource. In quantum mechanics, transformations usu-
ally disturb quantum states [16, 17], and the input state
of a probabilistic supermap is usually changed regardless
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of success or failure, that is, the input state is lost after
a trial of a supermap. Also, the cloning of a quantum
state is forbidden by the no-cloning theorem [18]. Thus,
it is not possible to simply perform independent trials.
On the other hand, while allowing multiple copies of an
input state may help in certain tasks [19], it is difficult
to realize in many cases. For such reason, we consider
probabilistic supermaps under the following assumption,
which is also a well-studied scenario in many previous re-
searches [7–11, 13, 14, 20–22]: multiple calls of an input
quantum operation are allowed, and only a single use of
an input state is available.

In this paper, we propose a structure of probabilistic
supermap called “success-or-draw” structure as Fig. 1a
shows. In a usual probabilistic supermap, the input state
is lost when it fails because an unknown quantum op-
eration, which is the output quantum operation of the
probabilistic supermap on failure, is applied on the input
state, such as in the universal programmable quantum
processor by port-based teleportation [20, 21] and the
probabilistic store and retrieve of unitary operations [11].
This fact together with the impossibility to clone the
quantum state makes another trial to be not possible.
However, while it is not possible to clone the quantum
state, it is not known if it is possible to “keep” the quan-
tum state when a probabilistic supermap fails. Thus,
we propose a probabilistic supermap which “keeps” the
quantum state on failure, or we call it a draw as we are
able to perform another trial when it happens as Fig. 1b
shows. To summarize, a success-or-draw supermap has
the following structure: when it is success, the target
quantum operation is obtained; when it is draw, the iden-
tity operation is obtained; and the probability of success
and draw sum up to one.

Is it always possible to find a success-or-draw supermap
for a given task? In Refs. [8, 9], the probabilistic unitary
inversion, which is a supermap transforming a unitary
operation into its inverse, has been analyzed in the mul-
tiple calls scenario, and it is shown that the success-or-
draw structure can be achieved by a construction of the
quantum circuit. In this paper, we show that the success-
or-draw structure can be achieved for a larger class of
supermaps by using a certain number of copies of an in-
put quantum operation. Precisely, if there exists a prob-
abilistic supermap transforming a single d-dimensional
unitary operation into an arbitrary completely positive
and trace-preserving (CPTP) map, then it is possible to
construct a success-or-draw supermap with d copies of
the input unitary operation. In particular, if a supermap
is completely CP preserving (CCPP), a condition cor-
responding to complete positivity (CP) of quantum op-
erations, it is probabilistically implementable [6]. Even
if a supermap is not probabilistically implementable, in
case that the supermap is linear, its approximated ver-
sion, e.g., the structural physical approximation [23, 24],
is probabilistically implementable. Thus, this result ap-

plies to all linear supermaps on unitary operations if an
approximation is also considered.

This result indicates that if there exists a probabilistic
supermap transforming a unitary operation into a CPTP
map, then the success probability of this supermap can
approach one exponentially by allowing multiple calls
of the input unitary operation. Moreover, the corre-
sponding physical realization is given by repetitive tri-
als of a single block of probabilistic supermap as shown
in Fig. 1b, and the cost for building the corresponding
quantum circuit does not increase with the number of
calls.

Success-or-Draw Supermap – We first review the ba-
sics of supermaps. A supermap that is using the input
quantum operations in a fixed order is known as a quan-
tum comb, and is the one that can be implemented in the
usual quantum circuit model. In Refs. [4, 5], a formula-
tion of a quantum comb is presented. In order to avoid
confusion, we denote quantum operations with a tilde
and supermaps with a double tilde. For example, given
a unitary operator U , we denote the corresponding uni-
tary operation by Ũ . A deterministic comb is described
by a CCPP supermap with a set of linear constraints. A
probabilistic comb, consists of a success part and a failure

part, can be described with two supermaps, say ˜̃S and ˜̃F
respectively, which sum up to a deterministic comb.

Consider the probabilistic supermap transforming uni-
tary operations {Ũ} into CPTP maps {f(Ũ)}. In the
usual setting of a probabilistic supermap, this problem is
formulated by the constraints˜̃S(Ũ) = pUf(Ũ) (1)˜̃S, ˜̃F is CCPP (2)˜̃S + ˜̃F is a deterministic comb. (3)

For the success-or-draw supermap, the action on fail-

ure is also determined, and extra constraints on ˜̃F are re-
quired. For the convenience for the following discussions,
we also assume that we have K calls to the input unitary
operation Ũ . Since any unitary operation is transformed
into the identity operation on failure, the corresponding
constraints are given by

˜̃S(Ũ
⊗K

) = pUf(Ũ) (4)˜̃N (Ũ
⊗K

) ∝ ĩd (5)˜̃S, ˜̃N is CCPP (6)˜̃S + ˜̃N is a deterministic comb, (7)

where ĩd denotes the identity operation, indicating that
the input state does not change on failure. Here we use˜̃N instead of ˜̃F to denote that it corresponds to draw
instead of failure, and this condition is also known as the
neutralization condition introduced in Ref. [13].
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⇓

FIG. 2. A pictorial interpretation of Theorem 1. We con-
sider the case when there exists a probabilistic comb (upper)
that transforms unitary operations U into CPTP maps f(U),
whose action is arbitrary on failure. Theorem 1 states that
in this case, there exists a d-slot probabilistic comb (lower)
that performs the same action on success, and performs the
identity operation on failure/draw, which corresponds to the
preservation of the input state.

Main Result – Theorem 1 is the main result on the
realizability of success-or-draw supermap. A pictorial in-
terpretation of Theorem 1 is given by Fig. 2.

Theorem 1. Given a probabilistic comb transforming
d-dimensional unitary operations {Ũ} to CPTP maps

{f(Ũ)} as ˜̃St : Ũ 7→ pUf(Ũ). Then there exist ε > 0

and a set of probabilistic combs ˜̃S and ˜̃N that sum up to
a deterministic comb, whose actions are given by

˜̃S : Ũ
⊗d
7→ εpUf(Ũ) (8)˜̃N : Ũ

⊗d
7→ (1− εpU )ĩd. (9)

The proof of Theorem 1 is given in Appendix [25],
which includes Ref. [26]. The proof is constructive. We

present a construction of the combs ˜̃S and ˜̃N from the

comb ˜̃St, more precisely, we show a construction of S

and N , the Choi operators [4, 5, 27, 28] of ˜̃S and ˜̃N ,

from St, the Choi operator of ˜̃St. The requirements for
the combs are given by Eqs. (4)-(7), which need to be
satisfied simultaneously.

While we only require that S + N is a deterministic
comb, that is, the input operations are used in a sequen-
tial way, the construction shown in the proof (Eq. (S43)
of Appendix [25]) satisfies an extra condition

TrO0
(S +N) = TrO2O3···OdO0

(S +N)⊗ IO2O3···Od

dd−1
,

(10)

where O0, . . . ,Od are the Hilbert spaces as shown in
Fig. 2. This condition shows that the comb can be de-
composed into two blocks as the quantum circuit shown
in Fig. 3: the first block uses only a single unitary op-
eration, while the second block uses the remaining d− 1
unitary operations in parallel. Such a structure indicates

FIG. 3. The constructed success-or-draw comb in Ap-
pendix [25] has an extra structure: it uses one copy of the
unitary operation at first, and then uses the remaining d− 1
copy of the unitary operation in parallel.

that while the number of calls increases with d, the depth
of this comb is constant as two. Note that we can as-
sume this structure if we only consider non-zero success
probability, and in general, adding this assumption would
decrease the success probability.

When the indefinite causal order [29–32] is considered,
the construction can be replaced by a simpler one by ex-
ploiting the symmetry as Remark 2, and a higher success
probability can be achieved in general.

Unitary Inversion – In this section, we analyze the
probabilistic unitary inversion as a success-or-draw su-
permap. We only consider the two-dimensional case
d = 2 here. The optimal success probability can be ob-
tained by the following SDP

max p (11)

s.t. TrIO[S(JUi

⊗K)T ] = pJU−1
i

(12)

TrIO[N(JUi

⊗K)T ] ≤ dKJid (13)

S ≥ 0, N ≥ 0 (14)

S +N is a deterministic comb, (15)

where S and N denote the Choi operators of the combs
corresponding to success and draw, JΛ denotes the Choi
operator of a quantum operation Λ, and {Ui} is a finite
set of unitary operators that the corresponding Choi op-
erators form a basis of the linear span of span{J⊗kU } (see
Refs. [8, 9]).

For K = 2, Theorem 1 indicates that the optimal suc-
cess probability is positive as p > 0. In fact, a numeri-
cal solution to this SDP shows that the optimal success
probability is p = 1/3. This problem is also considered
in Ref. [8], where an explicit quantum circuit with the
success-or-draw structure was presented, which success
probability is 1/4.

For comparison, we briefly state the protocol pre-
sented in Ref. [8]. The protocol is similar to the tele-
portation protocol, which generates the state σixσ

j
z|ψ〉

before correction, where |ψ〉 is the initial state and
(i, j) = (0, 0), (0, 1), (1, 0), (1, 1) is the outcome of the
Bell measurement. For the two-dimensional unitary in-
version protocol presented in Ref. [8], we can obtain
U−1σixσ

j
z|ψ〉 with a single use of U by a small modifi-

cation to the teleportation or gate teleportation proto-
col. This protocol successfully achieves unitary inversion
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FIG. 4. The success-or-draw protocol for unitary inversion.
When the unitary operation can be used twice, the optimal
success probability for success is 1/3, whereas that of the
optimal success-or-resetting protocol is 1/4. In either case,
the output on failure is the identity operation, which means
the initial input state is preserved and it is possible to run
the same protocol again with extra uses of the input unitary
operation.

when (i, j) = (0, 0). When it fails, on the other hand,
we can obtain the state σixσ

j
z|ψ〉 by an extra use of U ,

and the input state |ψ〉 can be recovered by applying
(σixσ

j
z)
−1, which achieves the neutralization supermap.

One difference between the optimal success-or-draw
protocol we obtained and the protocol presented in
Ref. [8] is that the latter is not only a success-or-draw
protocol, but it has another feature: it can be regarded
as a success-or-resetting protocol. The latter protocol
uses a single copy of a unitary operation to obtain its
inverse, and when it fails, it results in a state that is
“resettable” to be the input state by another unitary op-
eration. Such a success-or-resetting protocol may have
an advantage as we can choose whether to continue the
protocol by resetting after we know if it succeeded.

For K = 1, we also prove that the optimal success
probability is p = 0, which means it is not possible to
have a success-or-draw protocol. This result gives an
explicit example that a success-or-draw protocol is not
available. The proof is given in Appendix [25].

Discussions – We have introduced a new structure for
probabilistic supermap which we name success-or-draw
structure. A probabilistic supermap with the success-
or-draw structure can amplify its success probability by
more calls of the input quantum operation in a sequential
manner, which scales exponentially to one in the number
of calls. A mathematical formulation for the success-or-
draw supermap was presented. We considered the case
where the input quantum operation is a unitary oper-
ation, and we proved that any probabilistic supermap
transforming unitary operations into CPTP maps can
become a success-or-draw supermap by adding the num-
ber of copies of the unitary operation.

We then analyzed the problem of the two-dimensional
unitary inversion. When two copies of an input uni-
tary operation are allowed, Theorem 1 guarantees the
existence of a non-trivial solution to this problem, and
we also obtained the optimal solution numerically using
SDP. A success-or-draw protocol for this problem was
also presented previously in Ref. [8], and our numerical
calculation shows that a higher success probability can be

achieved if we only require the success-or-draw structure.
We also proved that a success-or-draw protocol does not
exist with a single copy of an input unitary operation.

Our result shows an advantage of probabilistic su-
permap, as it allows a success probability exponentially
close to one in the sequential case. The number of calls
is also undetermined for a success-or-draw protocol, and
an average number of calls may become a suitable mea-
sure in practice. We also hope that the success-or-draw
structure helps in a simpler physical implementation of
supermaps.
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Appendix

Proof of Theorem 1

Sketch of the proof. In order to prove Theorem 1, we first prove Lemma 1 and Lemma 2, which indicate that it is
enough to prove Theorem 2. Here we state the sketch of the proof.

Lemma 1 gives a sufficient condition of the neutralization condition Eq. (5). The neutralization condition Eq. (5)
is difficult to use for many reasons, for example, the probability for neutralization is not constant in general. In
Theorem 1, the probability of neutralization can depend on U . A direct way to rewrite Eq. (5) is to add new variables
{qU} that correspond to the probability depend on U and rewrite as

˜̃N (Ũ
⊗K

) = qU · ĩd. (S1)

Since the corresponding Choi operators are positive, and that for r.h.s. is a rank-1 operator, this condition can be
reduced to an inequality of the form

˜̃N (Ũ
⊗K

) ≤ c · ĩd, (S2)

where c is a constant determined by the normalization conditions. This condition is equivalent to the one given
by Eq. (5), but it is still difficult to analyze because it is necessary to consider all unitary operations. Note that in
numerical analysis, it is possible to use this condition directly, as we will state in the analysis for the unitary inversion.

In Lemma 1, we show a sufficient condition by considering a symmetric subspace, that is, Ũ
⊗K

is invariant under
permutations of each input operations.

Lemma 2 gives a characterization of the Choi operator of a probabilistic comb transforming unitary operations to
CPTP maps, which is the assumption of Theorem 1. We consider a Hermitian basis which consists of an identity
operator and traceless operators, and show that the decomposition of the corresponding Choi operator consists of
only certain terms. Using a basis with an identity operator and traceless operators is convenient for considering the
causal condition, because the causal condition is usually given by a set of equations consist of partial traces, and the
traceless terms help in determining which terms do not affect the causal condition.

By considering Lemma 1 and Lemma 2, it is enough to prove Theorem 2 in order to prove Theorem 1. The proof
of Theorem 2 can be further divided into two parts: the first part presents a construction of the Choi operators S
and the partial trace of N given by NI0IO := TrO0

N from St; the second part is mainly separated into Lemma 4,
which presents a construction of N from NI0IO.

In the first part of the proof, we first present a trivial set of Choi operators S and F from St, where F is a Choi
operator which does not necessarily satisfy the neutralization condition Eq.(5) for N , but satisfies all the remaining
conditions given by Eqs. (4),(6),(7). Moreover, F also has a similar decomposition given by Lemma 2. We then present
a construction of NI0IO from F , where the neutralization condition is also satisfied in addition to the positivity
Eq. (6) and the causal conditions Eq. (7). The positivity of NI0IO is satisfied by taking the operator to be a strictly
positive full-rank operator, and the main difficulty is to satisfy the causal condition and the neutralization condition
simultaneously. The decomposition given by Lemma 2 is convenient for the causal condition in the sense that it is
possible to add certain traceless terms that do not affect the causal condition, and we give a class of Choi operators
that satisfies the causal condition. Then, we show that among this class of Choi operators, it is possible to cancel the
terms that do not satisfy the neutralization condition by using the properties of the symmetric subspace considered
in Lemma 1. Thus, it is possible to satisfy the causal condition and the neutralization condition simultaneously.

In the second part of the proof, we construct N from NI0IO. In this part, the causal condition and the neutralization
condition are easily satisfied because the condition is similar to the first part. On the other hand, the positivity
condition becomes difficult. Unlike in the first part, since the target operation is the identity channel, which Choi
operator is rank-1, we cannot take the Choi operator N to be a full-rank operator, which is robust in positivity. To
solve this problem, we consider a subspace of the Hilbert space that N is on, and we show a construction of N that
lies in this subspace and is a strictly positive full-rank operator in the subspace. Thus, the positivity of N can be
satisfied.

We first clarify the following notations. In the following, we describe quantum operations and quantum supermaps
by the Choi operators, defined via Choi-Jamio lkowski isomorphism [27, 28]. For a quantum operation Λ̃ : L(Hin)→
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L(Hout), the corresponding Choi operator is given by

JHinHout

Λ :=
∑
ij

|i〉〈j| ⊗ Λ̃(|i〉〈j|) ∈ L(Hin ⊗Hout), (S3)

where {|i〉} is an orthonormal basis for Hin. In this paper, the Hilbert spaces of an operator are usually denoted as

superscript, and may be omitted when it is trivial from the context. The condition that a map Λ̃ is completely positive
(CP) corresponds to the positivity of JΛ as JΛ ≥ 0, and the condition that it is trace-preserving (TP) corresponds to
TrHout

JΛ = IHin . In this paper, since unitary operations play an important role, we also denote a unitary operation

Ũ with the corresponding unitary operator U , and its Choi operator as JU :=
∑
ij |i〉〈j| ⊗ Ũ(|i〉〈j|). Note that a

unitary operation is also a unital map, which satisfies TrHin
JΛ = IHout in addition to the condition for a CPTP map.

The identity channel ĩd also plays an important role, and we denote the corresponding Choi operator as Jid instead
of JI = dφ+ = d|φ+〉〈φ+|, where |φ+〉 =

∑
i(1/
√
d)|ii〉 is the maximally entangled state. The action of a quantum

operation JΛ on a quantum state ρ is given by TrHin
[JΛ(ρT⊗IHout)]. In this paper, we also omit the identity operator,

such as TrHin
[JΛρ

T ], when it is trivial from the context for convenience.

Next, we consider a K-slot deterministic quantum supermap ˜̃C : [I → O] → [I0 → O0], where the Hilbert spaces
are represented by I0, I1,O1, . . . ,OK ,O0 as shown in Fig. 2 in which case K = d, and I and O are the abbreviations
of I := I1I2 · · · IK and O := O1O2 · · · OK . In this paper, we also assume that dIi = dOj

=: d for i, j ≥ 1, and
dI0 = dO0 =: d0. The corresponding Choi operator C is defined via Choi-Jamio lkowski isomorphism as shown in

Refs. [4, 5]. The completely CP preserving (CCPP) condition of ˜̃C is given by the positivity C ≥ 0 similar to the
quantum operation case. The condition that the supermap uses the input operations in a fixed order, also known as
the causal condition that it is a sequential comb, is given by the set of equations

TrO0
C = C(K) ⊗ IOK

d
(S4)

TrIkC
(k) = C(k−1) ⊗ IOk−1

d
(2 ≤ k ≤ K) (S5)

TrI1C
(1) = (TrC)

II0

d0
(S6)

where C(K) := TrOKO0
C and C(k−1) := TrOk−1IkC

(k) for k = 2, . . . ,K. The normalization condition is chosen to be

TrC = dI0dO for convenience. For example, C := II0 ⊗ II1

dI1
⊗ IO1 ⊗ · · · ⊗ IOK ⊗ IO0

dO0
is a deterministic comb. Note

that in our problem, it is required that dIi = dOj = d for i, j ≥ 1, and dI0 = dO0 = d0. The action of a quantum

supermap C on K copies of a quantum operation J⊗KΛ is given by TrIO[C(J⊗KΛ )T ], where we omitted the identity
operator of J⊗KΛ ⊗ II0O0 .

For a probabilistic supermap ˜̃S : [I → O] → [I0 → O0], the condition that the corresponding Choi operator S

satisfies is given by the following: there exists an operator F ≥ 0, which corresponding to the supermap on failure ˜̃F ,
that S + F is a deterministic supermap, i.e., C = S + F satisfies the conditions stated above. While we use the word
success and failure here, there is no mathematical difference for S and F except that the action of S is the target
supermap given by TrIO[S(J⊗KΛ )T ] as we require when the input operations are K copies of JΛ. For the operator
F corresponding to failure, the action is given in a similar way by TrIO[F (J⊗KΛ )T ], on which we do not have any
constraint in general. However, when we assume this operator to be proportional to the Choi operator of the identity
channel Jid, which we call as the neutralization condition, this probabilistic supermap becomes a success-or-draw

supermap. In this case, we denote the corresponding supermap as ˜̃N and the Choi operator N to clarify that they
correspond to a neutralization supermap.

For Lemma 1, we define the following operators. We first define the permutation operator P Iσ and POσ that permute
systems I and O according to the permutation σ. The permutation of input operations is given by P IOσ := P Iσ ⊗POσ ,
which simultaneously permutes the input system and the output system of a single input operation according to the
permutation σ. The symmetric subspace of input operations ΠIOsym is given by

ΠIOsym :=
∑
σ

P IOσ =
∑
σ

P Iσ ⊗ POσ . (S7)

For Lemma 2, we define a set of Hermitian operators {gi}d
2−1
i=0 that forms the operator basis for d-dimensional

Hermitian operators, with g0 := Id, others being traceless, and the orthogonality Trgigj = dδij [26]. For example,
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the Pauli matrices for d = 2, and Gell-Mann matrices for d = 3. We also define the set for d0-dimensional Hermitian

operators as {hi}
d20−1
i=0 . In Lemma 2, we rewrite the condition that a comb transforms unitary operations to CPTP

maps in terms of Choi operator and the Hermitian operator basis.
In order to prove Theorem 1, we first consider Lemma 1 and Lemma 2, which shows that it is enough to prove

Theorem 2.

Lemma 1. If TrIO(ΠIOsymNΠIOsym) ∝ Jid, then N neutralizes all unitary operations as ˜̃N (Ũ
⊗K

) ∝ ĩd.

Proof. Note that the if condition is equivalent to TrIO(ΠIOsymNΠIOsym) ≤ dKJid, because of the normalization condition

TrN ≤ dKd0.
For any input channel JU , JU

⊗K ≤ dKI holds and A := dKI − JU⊗K ≥ 0. Thus

Jid ≥ TrIO[(ΠIOsymNΠIOsym)/dK ] (S8)

= TrIO[(ΠIOsymNΠIOsym)(A+ JU
⊗K)T /d2K ] (S9)

= TrIO[(ΠIOsymNΠIOsym)AT /d2K ] + TrIO[(ΠIOsymNΠIOsym)(JU
⊗K)T /d2K ] (S10)

holds. Here both TrIO[(ΠIOsymNΠIOsym)AT /d2K ] and TrIO[(ΠIOsymNΠIOsym)(JU
⊗K)T /d2K ] are positive operators, and

Jid is a rank-1 operator, the inequality can be reduced to

TrIO[(ΠIOsymNΠIOsym)(JU
⊗K)T /d2K ] ≤ Jid. (S11)

Since JU
⊗K is in the symmetric subspace, that is, JU

⊗K = ΠIOsymJU
⊗KΠIOsym, we obtain

TrIO[N(JU
⊗K)T ] = TrIO[(ΠIOsymNΠIOsym)(JU

⊗K)T ] ≤ d2KJid, (S12)

that is, ˜̃N (Ũ
⊗K

) ∝ ĩd.

Lemma 2. If a one-slot probabilistic comb SI0I1O1O0
t transforms unitary operations to CPTP maps, then SI0I1O1

t :=
TrO0S

I0I1O1O0
t has a decomposition satisfying

SI0I1O1
t =

II0

d0
⊗ TrI0S

I0I1O1
t +

d20−1∑
i=1

d2−1∑
j=1

αijh
I0
i ⊗ [gI1j ⊗ I

O1 ] +

d20−1∑
i=1

d2−1∑
j=1

βijh
I0
i ⊗ [II1 ⊗ gO1

j ], (S13)

where {αij} and {βij} are real coefficients.

Proof. The Choi operator SI0I1O1
t can always be decomposed as

SI0I1O1
t =

II0

d0
⊗ TrI0S

I0I1O1
t +

d20−1∑
i=1

d2−1∑
j=1

αijh
I0
i ⊗ [gI1j ⊗ I

O1 ] +

d20−1∑
i=1

d2−1∑
j=1

βijh
I0
i ⊗ [II1 ⊗ gO1

j ]

+

d20−1∑
i=1

d2−1∑
j,k=1

γijkh
I0
i ⊗ [gI1j ⊗ g

O1

k ], (S14)

and it is enough to show that γijk = 0 for all i, j, k ≥ 1.

From the assumption, TrI1O1
[SI0I1O1O0
t (JTU )I1O1 ] is proportional to the Choi operator of a CPTP map, which

satisfies

TrO0
TrI1O1

[SI0I1O1O0
t (JTU )I1O1 ] ∝ II0 , (S15)

where I is the partial trace of the Choi operator of a CPTP map. Thus, SI0I1O1
t satisfies

TrI1O1 [SI0I1O1
t (JTU )I1O1 ] ∝ II0 . (S16)

Moreover, for any operator O in the linear span of span{JU} := {O | O =
∑
i ciJUi

, ci ∈ C}, the condition

TrI1O1 [SI0I1O1
t (OT )I1O1 ] ∝ II0 (S17)
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holds because of the linearity.
Next, we show that gj ⊗ gk ∈ span{JU} for all j, k ≥ 1 are in the linear span of span{JU}. From Lemma 3,

the dimension of the linear span is given by dim span{JU} = (d2 − 1)2 + 1, and one basis for this span is given by
gj ⊗ gk with j, k ≥ 0. Note that g0 = Id. On the other hand, gi ⊗ I and I ⊗ gi for i ≥ 1 are not in span{JU},
because of the trace-preserving property and the unitality of unitary operations, respectively. Thus, the remaining
d4− 2(d2− 1) = (d2− 1)2 + 1 elements, especially gj ⊗ gk with j, k ≥ 1 and I ⊗ I, are in the linear span of span{JU}.

Since gj ⊗ gk ∈ span{JU} for all j, k ≥ 1, by substituting SI0I1O1
t with the decomposition Eq. (S14), we obtain∑

i γijkh
I0
i ∝ II0 for all j, k ≥ 1. Thus, γijk = 0 is required for all i, j, k ≥ 1, which proves the Lemma.

Lemma 3. The dimension of the linear span of span{JU} := {O | O =
∑
i ciJUi , ci ∈ C} is (d2 − 1)2 + 1.

Proof. We first define |U〉〉 := (U⊗I)|I〉〉 with |I〉〉 :=
√
d|φ+〉 =

∑d
i=0 |ii〉 the unnormalized maximally entangled state.

The vectorization of JU = |U〉〉〈〈U | = (U ⊗ I)|I〉〉〈〈I|(U† ⊗ I) is given by (U† ⊗ I)T |I〉〉 ⊗ (U ⊗ I)|I〉〉 = |U∗〉〉 ⊗ |U〉〉, and
the dimension of span{JU} is equivalent to the dimension of span{|U∗〉〉⊗|U〉〉} := {O | O =

∑
i ci|U∗〉〉⊗|U〉〉, ci ∈ C}.

In order to obtain the dimension, we consider the projector of |U∗〉〉 ⊗ |U〉〉, and integrate over all unitary operations
U as

Q =

∫
dU(|U∗〉〉〈〈U∗| ⊗ |U〉〉〈〈U |), (S18)

and the dimension is given by the rank of Q. Consider the substitution of U → V U with arbitrary V and the
invariance of the Haar measure, Q satisfies

Q =

∫
dU(V ∗ ⊗ I ⊗ V ⊗ I)(|U∗〉〉〈〈U∗| ⊗ |U〉〉〈〈U |)(V T ⊗ I ⊗ V † ⊗ I) (S19)

= (V ∗ ⊗ I ⊗ V ⊗ I)Q(V T ⊗ I ⊗ V † ⊗ I). (S20)

For convenience, we denote the space that V and V ∗ acting on by A and the remaining by B, then Q satisfies the
commutation relation

[Q, (U∗ ⊗ U)A ⊗ IB ] = 0 (S21)

for all unitary operators U . The irreducible representation of (U∗ ⊗ U) is given by

U∗ ⊗ U = U1 ⊕ U2, (S22)

where the corresponding dimensions are given by d1 = d2 − 1 and d2 = 1, and the projectors onto the corresponding
subspaces are P1 := I − φ+ and P2 := φ+. From Schur’s lemma, Q can be decomposed as

Q =

2∑
k=1

PAk ⊗QBk , (S23)

and since PAk are projectors, Q is evaluated as

Q =

2∑
k=1

PAk
dk
⊗ TrA[(PAk ⊗ IB)Q] (S24)

=

2∑
k=1

PAk
dk
⊗ TrA[(PAk ⊗ IB)|Q′〉〉〈〈Q′|AB ], (S25)

where |Q′〉〉〈〈Q′|AB is an arbitrary maximally entangled state between A and B. The second equality holds because of
the partial trace on A. Let the maximally entangled state |Q′〉〉AB be

|Q′〉〉AB =

2∑
l=1

dl−1∑
α=0

|l, α〉A ⊗ |l, α〉B (S26)
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where l = 1, 2 are the label for the irreducible representations and α for the basis in Pl. Note that there is no
multiplicity subspace in this case. Then

(PAk ⊗ IB)|Q′〉〉AB =

dk−1∑
α=0

|k, α〉A ⊗ |k, α〉B , (S27)

TrA[(PAk ⊗ IB)|Q′〉〉〈〈Q′|AB ] = PBk , (S28)

and thus Q can be written as

Q =

2∑
k=1

1

dk
PAk ⊗ PBk =

1

d2 − 1
PA1 ⊗ PB1 + PA2 ⊗ PB2 . (S29)

The rank of Q is (d2 − 1)2 + 1, and thus the dimension of span{JU} is (d2 − 1)2 + 1.

By considering Lemma 1 and Lemma 2, it is enough to prove Theorem 2 in order to prove Theorem 1.

Theorem 2. Given a one-slot probabilistic comb SI0I1O1O0
t with dim I1 = dimO1 = d and dim I0 = dimO0 = d0. If

SI0I1O1
t := TrO0

SI0I1O1O0
t has a decomposition satisfying

SI0I1O1
t =

II0

d0
⊗ TrI0S

I0I1O1
t +

d20−1∑
i=1

d2−1∑
j=1

αijh
I0
i ⊗ [gI1j ⊗ I

O1 ] +

d20−1∑
i=1

d2−1∑
j=1

βijh
I0
i ⊗ [II1 ⊗ gO1

j ] (S30)

with coefficients {αij} and {βij}, then there exists ε > 0 and a d-slot comb C = S +N satisfying

TrIO[S(J⊗dU )T ] = εTrI1O1 [StJ
T
U ] (S31)

TrIO(ΠIOsymNΠIOsym) ∝ Jid. (S32)

The proof of Theorem 2 contains two parts: the first part presents the construction of NI0IO := TrO0
N ; and the

second part presents the construction of N from NI0IO by applying Lemma 4.

Proof of Theorem 2. Let the Choi operator S corresponds to success be

S := εSI0I1O1O0
t ⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d
. (S33)

Then the condition S ≥ 0 and Eq. (S31) is satisfied. The remaining conditions can be classified into the positivity
condition N ≥ 0, the causal condition that C = S + N is a deterministic comb, and the neutralization condition
Eq. (S32).

We first show the idea to construct N satisfying the causal condition. One candidate of the Choi operator corre-
sponding to failure, i.e., a Choi operator satisfies the causal condition that C = S + F is a deterministic comb, is
given by

F := F I0I1O1 ⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d
⊗ IO0

d
(S34)

where

F I0I1O1 :=
II0I1O1

d
− εSI0I1O1

t (S35)

=
II0I1O1

d
− ε
{
II0

d0
⊗ TrI0S

I0I1O1
t +

d20−1∑
i=1

d2−1∑
j=1

αijh
I0
i ⊗ [gI1j ⊗ I

O1 ] +

d20−1∑
i=1

d2−1∑
j=1

βijh
I0
i ⊗ [II1 ⊗ gO1

j ]

}
.

(S36)
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This F summed up with S satisfies the causal condition by construction, but it does not satisfy the neutralization
condition Eq. (S32). Thus, it is enough to construct N ≥ 0 that satisfies the following conditions

TrO0N −N (d) ⊗ IOd

d
= 0 (S37)

TrIkN
(k) −N (k−1) ⊗ IOk−1

d
= 0 (3 ≤ k ≤ d) (S38)

TrI2N
(2) −N (1) ⊗ IO1

d
= dd−1(F I0I1O1 − F I0I1 ⊗ IO1

d
) (S39)

TrI1N
(1) − (TrN)

II0

d0
= 0 (S40)

ΠIOsymNΠIOsym =
JI0O0

id

d0
⊗ TrI0O0 [ΠIOsymNΠIOsym], (S41)

where N (d) := TrOdO0N and N (k−1) := TrOk−1IkN
(k) for k = 2, . . . , d.

We divide the proof into two parts, by introducing the operator NI0IO := TrO0
N . In the first part of the proof,

we show the existence of NI0IO, and the neutralization condition Eq. (S41) is replaced by

ΠIOsymN
I0IOΠIOsym =

II0

d0
⊗ TrI0 [ΠIOsymN

I0IOΠIOsym]. (S42)

In the second part of the proof (Lemma 4), we construct the desired N from NI0IO. In both constructions, the
following three conditions are considered: the positivity, the causal condition, and the neutralization condition.

(First part: construction of NI0IO) Let NI0IO be

NI0IO :=
1

d
II0I1O1 ⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d

− ε
{
II0

d0
⊗ TrI0S

I0I1O1
t ⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d

+
∑
i,j≥1

αijh
I0
i ⊗ [gI1j ⊗ I

O1 ]⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d

+
∑
i,j≥1

(−αij)hI0i ⊗
II1O1

d
⊗ [gI2j ⊗ I

O2 ]⊗ · · · ⊗ IIdOd

d

+
∑
i,j≥1

βijh
I0
i ⊗ [II1 ⊗ gO1

j ]⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d

+
∑

i,j≥1, ~k2

βija2, ~k2
hI0i ⊗ [gI1k2,1 ⊗ g

O1
j ]⊗ [gI2k2,2 ⊗

IO2

d
]⊗ II3O3

d
· · · ⊗ IIdOd

d

+ · · ·+

+
∑

i,j≥1, ~kd

βijad, ~kdh
I0
i ⊗ [gI1kd,1 ⊗ g

O1
j ]⊗ [gI2kd,2 ⊗

IO2

d
]⊗ · · · ⊗ [gIdkd,d ⊗

IOd

d
]

}
, (S43)

where the summation on ~km = (km,1, km,2, . . . , km,m) denotes the summation on {ki,j = 0, . . . , d2 − 1} for each term,
and coefficients am, ~km are determined in the following.

(Positivity) The positivity of NI0IO is trivial for small enough ε. That is, since NI0IO is of the form NI0IO =
I/dd + εN ′ where N ′ does not depend on ε, there exists ε > 0 such that NI0IO is strictly positive.

(Causal condition) Here we show that the causal conditions Eqs. (S37)-(S40) are satisfied. We first remark that

the 1st, 2nd, 3rd and 5th lines sum up to F , and we can write NI0IO as NI0IO = F + F ′s +
∑d
m=2 F

′
m where F ′s

corresponds to the 4th line, and F ′2, . . . , F
′
d correspond to the 6th to the last line. Then it is enough to show that all
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F ′ ∈ {F ′i}i=s,2,3,...,d satisfies

TrO0
F ′ − F ′(d) ⊗ IOd

d
= 0 (S44)

TrIkF
′(k) − F ′(k−1) ⊗ IOk−1

d
= 0 (2 ≤ k ≤ d) (S45)

TrI1F
′(1) − (TrF ′)

II0

d0
= 0, (S46)

where F ′(d) := TrOdO0F
′ and F ′(k−1) := TrOk−1IkF

′(k) for k = 2, . . . , d.
It is trivial that Eq. (S44) is satisfied for all F ′. It is also trivial to see that Eqs. (S45),(S46) are satisfied for F ′a.

Thus, we consider Eqs. (S45),(S46) for F ′2, . . . , F
′
d. We can see that the l.h.s. of these equations are always of the form

TrIk···(F
′ −TrOk−1

F ′ ⊗ IIk−1

d ), and F ′m satisfies these conditions when m < k because F ′m has the term IIk
d already.

In order to satisfy these conditions for m ≥ k, we assume that the coefficients am, ~km satisfy

am, ~km := am,km,1,km,2,...,km,m = 0 for km,m = 0, (S47)

which is compatible with the following arguments on the neutralization condition. By choosing these coefficients,
TrIk···F

′
m = 0 is satisfied and Eqs. (S45),(S46) is also satisfied.

(Neutralization condition) Now we present a construction of coefficients am, ~km such that Eq. (S42) is satisfied.
This condition is satisfied independently for the 1st line, 2nd line, the sum of 3rd and 4th lines, and the sum of
the rest. First, it is trivial that the 1st line and the 2nd line satisfies the condition, as it has II0 in the system
I0. The sum of the 3rd and 4th lines vanishes on ΠIOsym, i.e., satisfies the condition with the r.h.s. being 0, because

ΠIOsymPσMPσΠIOsym = ΠIOsymMΠIOsym holds for any permutation σ and an arbitrary operator M . For the sum of 5th

line and after, we see that for each i, j ≥ 1, it can be written as βijh
I0
i ⊗ Cj with

Cj := [II1 ⊗ gO1
j ]⊗ II2O2

d
⊗ · · · ⊗ IIdOd

d

+
∑
~k2

a2, ~k2
[gI1k2,1 ⊗ g

O1
j ]⊗ [gI2k2,2 ⊗

IO2

d
]⊗ II3O3

d
· · · ⊗ IIdOd

d

+ · · ·+

+
∑
~kd

ad, ~kd [gI1kd,1 ⊗ g
O1
j ]⊗ [gI2kd,2 ⊗

IO2

d
]⊗ · · · ⊗ [gIdkd,d ⊗

IOd

d
] (S48)

= [II1 ⊗ II2 ⊗ · · · ⊗ IId +
∑
~k2

a2, ~k2
gI1k2,1 ⊗ g

I2
k2,2
⊗ II3 ⊗ · · · ⊗ IId

+ · · ·+
∑
~kd

ad, ~kdg
I1
kd,1
⊗ gI2kd,2 ⊗ g

I3
kd,3
⊗ · · · ⊗ gIdkd,d ]

⊗ [gO1
j ⊗

IO2

d
⊗ · · · ⊗ IOd

d
]. (S49)

In the following, we show that the neutralization condition is satisfied for each i, j, by showing that Cj vanishes on
ΠIOsym as ΠIOsymCjΠ

IO
sym = 0.

Here, we choose the coefficients {am, ~km} such that the first term is the d qudit (unnormalized) totally antisym-

metric state ddAd = dd|Ad〉〈Ad|. These coefficients are available as follows. Note that we assumed Eq. (S47) in
the causal condition part. Since gi1 ⊗ gi2 ⊗ · · · gid forms a basis, any operator including Ad can be written as∑
i1,i2,...,id

ai1,i2,...,idgi1 ⊗ gi2 ⊗ · · · ⊗ gid . However, the coefficients {am, ~km} has the constraint Eq. (S47) and cannot
cover arbitrary operator. Especially, it lacks the terms gi1 ⊗ I ⊗ · · · ⊗ I with i1 6= 0. The totally antisymmetric state
satisfies Tr2,...,dAd = I1, and the coefficients corresponding to these terms that containing only one traceless operator
gi1 are actually 0. Thus, there exists a set of {am, ~km} satisfying Eq. (S47) and that Eq. (S49) can be evaluated as

Cj = ddAId ⊗ [gO1
j ⊗

IO2

d
⊗ · · · ⊗ IOd

d
] =: dAId ⊗MOj . (S50)
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Now we show that Cj vanishes on ΠIOsym. Consider that ΠIOsym =
∑
σ P
IO
σ =

∑
σ P
I
σ ⊗ POσ and P Iσ |Ad〉 = sgn(σ)|Ad〉,

ΠIOsym(AId ⊗MOj )ΠIOsym can be evaluated as

ΠIOsym(AId ⊗MOj )ΠIOsym = AId ⊗ [
∑
σ

sgn(σ)POσ ]MOj [
∑
σ′

sgn(σ′)POσ′ ] (S51)

= AId ⊗AOdMOj AOd (S52)

Also,

TrAOdM
O
j A
O
d = 〈Ad|gO1

j ⊗ I
O2 ⊗ · · · ⊗ IOd |Ad〉 (S53)

= Tr gO1
j = 0 (S54)

because gO1
j are traceless for j ≥ 1. Thus, we obtain AOdM

O
j A
O
d = 0 and ΠIOsymCjΠ

IO
sym = 0 for j ≥ 1.

(Second part: construction of N from NI0IO) We apply Lemma 4. The operator ddNI0IO = I + εN ′ corresponds
to MAB = I + εM ′, dd+1N corresponds to MABC , and systems A,B,C correspond to I0, I ⊗ O,O0 respectively.

Lemma 4. Let HA,HB ,HC ' HA be Hilbert spaces with dimensions d0, dB , d0, ΠB be a projector on L(HB), and
JACid = d0φ

+ be the maximally entangled state on HA⊗HC . Given an operator M ′ ∈ L(HA⊗HB), there exists ε > 0
such that the following holds. If MAB = I + εM ′ satisfies

MAB ≥ 0 (S55)

ΠBMABΠB =
IA

d0
⊗ TrAΠBMABΠB , (S56)

there exists an operator MABC ∈ L(HA ⊗HB ⊗HC) satisfies

MABC ≥ 0 (S57)

TrCM
ABC = MAB (S58)

ΠBMABCΠB =
1

d0
JACid ⊗ TrACΠBMABCΠB . (S59)

Proof. Let {hi} with h0 = I be a Hermitian basis forHA andHC . Let MB
i := 1

d0
TrAh

A
i M

AB , so that MAB =
∑
i h

A
i ⊗

MB
i holds. Note that with this decomposition, the condition Eq. (S56) is given by ΠBMABΠB = IA ⊗ ΠBMB

0 ΠB

and ΠBMB
i ΠB = 0 for i 6= 0.

For simplicity of the proof, we give a construction of MABC first as

MABC := JACid ⊗ΠBMB
0 ΠB +

1

d0
(IA ⊗ IC)⊗ΠB

⊥M
B
0 ΠB
⊥

+
1

d0

∑
i≥1

hAi ⊗ΠB
⊥M

B
i ΠB
⊥ ⊗ IC

+
1

d0

∑
k≥0

(hAk ⊗ IC +
∑

i≥0,j≥1

αijkh
A
i ⊗ hCj )⊗ΠBMB

k ΠB
⊥

+
1

d0

∑
k≥0

(hAk ⊗ IC +
∑

i≥0,j≥1

α∗ijkh
A
i ⊗ hCj )⊗ΠB

⊥M
B
k ΠB , (S60)

where {αijk} are complex numbers determined in the following. It is easy to see that the causal condition Eq. (S58)
and the neutralization condition Eq. (S59) are satisfied, and the remaining condition for MABC is the positivity.

In order to guarantee the positivity, we first consider the support given by the projector

Πsup = (φ+)AC ⊗ΠB + IAC ⊗ΠB
⊥ (S61)

with the projector φ+ = Jid/d0, then obtain parameters {αijk} so that MABC is on this support, and finally show
that MABC is positive with small enough ε. The condition ΠsupM

ABCΠsup = MABC is satisfied if the following
holds

(φ+)AC(hAk ⊗ IC +
∑

i≥0,j≥1

αijkh
A
i ⊗ hCj )IAC = (hAk ⊗ IC +

∑
i≥0,j≥1

αijkh
A
i ⊗ hCj ), (S62)
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or equivalently

φ+Ak = Ak (S63)

with Ak := hAk ⊗ IC +
∑
i≥0,j≥1 αijkh

A
i ⊗ hCj . Since {αijk} can be any complex numbers, the restrictions for {Ak}

are given by

Tr(hk′ ⊗ I)Ak = d2
0δkk′ (S64)

for all k, k′. In order to satisfy φ+Ak = Ak, Ak should be decomposed as Ak = |φ+〉〈ak|, where |ak〉 is an unnormalized

vector. Let |ak〉 =
∑d0−1
m,n=0 a

(k)
mn|mn〉, then the condition for a

(k)
mn is that

Tr(hk′ ⊗ I)Ak =

d0−1∑
m,n=0

(a(k)
mn)∗〈m|hk′ |n〉 = d2

0δkk′ , (S65)

for k, k′ = 0, . . . , d2
0 − 1. Here, the d2

0 parameters amn can be chosen freely, and there are d2
0 linear (and independent

due to the orthogonality of hk′) constraints, thus, there exists a feasible amn, Ak, and αijk. Thus, ΠsupM
ABCΠsup =

MABC holds.
For MAB = I, a possible MABC is given by

MABC = JACid ⊗ΠB +
1

d0
IAC ⊗ΠB

⊥ =: MABC
0 (S66)

For MAB = I + εM ′, the corresponding MABC can be written as

MABC = MABC
0 + εM ′′ (S67)

where M ′′ is an operator only depends on M ′, because the construction of MABC given by Eq. (S60) is linear in
MAB . The non-zero minimum eigenvalue is given by

min
|ψ〉∈Πsup

〈ψ|MABC |ψ〉 = min
|ψ〉∈Πsup

[〈ψ|MABC
0 |ψ〉+ ε〈ψ|M ′′|ψ〉], (S68)

because ΠsupM
ABCΠsup = MABC is satisfied. The minimum eigenvalue on the support Πsup is given by minimizing

the |ψ〉 with vectors only on Πsup, in which case the first term is strictly positive, especially larger than 1/d0. Thus,
there exists ε > 0 such that the minimum eigenvalue on Πsup is greater than 0, and the positivity of MABC is
guaranteed.

Remark 1. The construction of the Choi operators presented in the proof of Theorem 2 does not provide the
optimal success probability in general. The success probability for success-or-draw depends on ε, and the construction
presented only focuses on the existence of a non-zero ε. While it is difficult to obtain a general lower bound on ε,
here we provide some insight into its value.

The first observation is that the construction of S in Eq. (S33) indicates that this supermap only utilizes a single
copy of the input unitary operation although d copies are given, and thus this construction must provide ε ≤ 1. In
general, ε can be greater than 1. For example, the numerical results on unitary inversion presented in the main text
show that ε = 4/3 > 1 is achievable.

The second observation is that the positivity condition of the Choi operators strongly limits the value of ε. In order
to guarantee the positivity of NI0IO in Eq. (S43), we can require ε to be small enough that NI0IO is a diagonally
dominant matrix. However, a lower bound on ε obtained via this method is usually much smaller than the optimal
value. In general, there are few methods for determining the positivity of an operator, especially if the dimension is
large.

Remark 2. In the second part for the proof of Theorem 2 (mostly equivalent to Lemma 4), the condition Eq. (S37)
(Eq. (S58)) is assumed which corresponds to the causal condition that the corresponding Choi operator is a sequential
supermap or quantum comb. However, when the indefinite causal order [29–32] is allowed, this causal condition can
be relaxed and the construction of N from NI0IO can be replaced as follows instead of Lemma 4. The conditions for
an indefinite causal order supermap are that the corresponding Choi operator is positive, and that when the input
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operations are CPTP maps, the output operation is also a CPTP map. Here we consider a subset of such supermaps
which Choi operators satisfy the following condition:

TrO0
C =

∑
σ

pσC
I0IO
σ (S69)

where pσ are probabilities sum up to 1, and CI0IOσ denotes a sequential supermap where the order of input operations
are permuted with respect to the permutation σ. This is a strictly stronger condition than that of the indefinite causal
order supermaps, but many quantum supermaps satisfy this condition such as the quantum switch.

Let NI0IOσ := P IOσ (NI0IO)P IOσ be the probabilistic comb with the order of input operations permuted by σ. We
define N as

N := (
1

N !

∑
σ

NI0IOσ )⊗ IO0

d0
+

1

d0

∑
ij≥1

ηijh
I0
i ΠIOsym(

1

N !

∑
σ

NI0IOσ )ΠIOsym ⊗ h
O0
j (S70)

=
II0

d0
⊗ 1

N !

∑
σ

(TrI0ΠIOsymN
I0IO
σ ΠIOsym)⊗ IO0

d0
+

1

N !

∑
σ

Π⊥sym(NI0IOσ )Π⊥sym ⊗
IO0

d0

+
∑
ij≥1

ηij
hI0i
d0
⊗ 1

N !

∑
σ

(TrI0ΠIOsymN
I0IO
σ ΠIOsym)⊗

hO0
j

d0
(S71)

=
1

d0
JI0O0

id ⊗ 1

N !

∑
σ

(TrI0ΠIOsymN
I0IO
σ ΠIOsym) +

1

N !

∑
σ

Π⊥sym(NI0IOσ )Π⊥sym ⊗
IO0

d0
(S72)

where the coefficients ηij are determined by Jid = 1
d0
I ⊗ I + 1

d0

∑
ij≥1 ηijhi ⊗ hj . In the first equality, we also use

the fact that if an operator is permutation invariant, it is block diagonal in ΠIOsym and Π⊥sym, that is, the off-diagonal
terms vanish as

ΠIOsym(
1

N !

∑
σ

NI0IOσ )Π⊥sym = ΠIOsym(
1

N !

∑
σ

P IOσ (NI0IO)P IOσ )(I −ΠIOsym) (S73)

= ΠIOsym
1

N !

∑
σ

(NI0IO)(P IOσ −ΠIOsym) (S74)

= ΠIOsym(NI0IO)(ΠIOsym −ΠIOsym) = 0. (S75)

By this construction, the positivity of N is preserved because both terms in Eq. (S70) are positive, and the neutral-
ization condition ΠIOsymNΠIOsym = Jid/d0 ⊗ TrI0O0ΠIOsymNΠIOsym is also satisfied. To see the causal condition can be
satisfied, we first note that

TrO0N =
1

N !

∑
σ

NI0IOσ (S76)

holds. Since there exists an operator S such that TrO0
(S + N) satisfies the sequential condition (which is actually

given by Eq. (S33)), by defining SI0IOσ := P IOσ (TrO0
S)P IOσ , CI0IOσ := SI0IOσ + NI0IOσ and pσ = 1/N !, the causal

condition Eq. (S69) is satisfied.

Success-or-draw is not possible with a single call for unitary inversion

For the two-dimensional unitary inversion, we show that it is not possible to have a success-or-draw protocol if we
have only a single use of the input unitary operation. Especially, we show the only solution to the following SDP is
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p = 0. Note that we denote d = 2 in order to clarify that it corresponds to the dimension.

max p (S77)

s.t. TrI1O1
[SJU

T ] = pJU−1 (S78)

TrI1O1
[NJU

T ] ≤ dJid (S79)

S ≥ 0, N ≥ 0 (S80)

TrO0
(S +N) = TrO1O0

(S +N)⊗ IO1

d
(S81)

TrI1O1O0
(S +N) = Tr(S +N)

II0

d
(S82)

Proof. Assuming that {p, S,N} is a solution to this SDP, then for any U , {p, (UI1 ⊗UO0)S(UI1 ⊗UO0), UI1NUI1} is
also a solution to this SDP, because it satisfies all of the conditions. By defining S′ =

∫
dU(UI1 ⊗UO0)S(UI1 ⊗UO0)

and N ′ =
∫
dUUI1NUI1 , we obtain {p, S′, N ′} which is also a solution to this SDP. Thus, without loss of generality,

we can assume the following commutation relation

[S,UI1 ⊗ UO0 ] = 0 (S83)

[N,UI1 ] = 0. (S84)

From the second commutation relation Eq.(S84) and Schur’s lemma, N can be decomposed as

N = NI0O1O0 ⊗ II1

d
. (S85)

Consider Eq. (S79) with U = I, we obtain

dJid ≥ TrI1O1 [(NI0O1O0 ⊗ II1

d
)Jid

T ] (S86)

= TrO1
[NI0O1O0 ], (S87)

and NI0O1O0 can be decomposed as

NI0O1O0 = NO1 ⊗ JI0O0

id /d (S88)

as follows. Let NI0O1O0 =
∑
i pi|n

I0O1O0
i 〉〈nI0O1O0

i |. Since Jid is rank-1, Eq. (S87) indicates that

TrO1
|nI0O1O0
i 〉〈nI0O1O0

i | ∝ Jid holds for all i. Consider the Schmidt decomposition |nI0O1O0
i 〉 =

∑
j αij |a

I0O0
j 〉⊗|bO1

j 〉,
then TrO1 |n

I0O1O0
i 〉〈nI0O1O0

i | =
∑
j |αij |2|a

I0O0
j 〉〈aI0O0

j | is proportional to the rank-1 operatorJid, which means the

only possible solution is that |nI0O1O0
i 〉 = |(φ+)I0O0〉⊗|bO1

j 〉 where |φ+〉〈φ+| = Jid/d is the maximally entangled state.

Thus, NI0O1O0 can be decomposed as Eq. (S88).
On the other hand, we can show

S = pJI0O1

Y ⊗ JI1O0

Y (S89)

as follows. Note that JY = dψ− = d|ψ−〉〈ψ−| where |ψ−〉 = (1/
√

2)(|01〉 − |10〉) is a maximally entangled state also
known as the singlet state. From Eq.(S83) and Schur’s lemma, S can be decomposed as S = SI0O1 ⊗ JI1O0

Y /d. Let

SI0O1 =
∑
i pi|s

I0O1
i 〉〈sI0O1

i | and consider Eq. (S78). Since the r.h.s. of Eq. (S78) is rank-1, it is necessary for every i
that

TrI1O1 [(|sI0O1
i 〉〈sI0O1

i | ⊗
JI1O0

Y

d
)Jid] ∝ Jid (S90)

holds, where we choose U = I in Eq. (S78). Consider the Schmidt decomposition |sI0O1
i 〉 =

∑
j αij |aj〉I0 ⊗ Y |bj〉O1 ,

where {|aj〉} and {|bj〉} are some basis and the Pauli operator Y is added for convenience. Then Eq. (S90) becomes∑
j

αij |aj〉I0 ⊗ |bj〉O0 ∝ |φ+〉I0O0 . (S91)
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and thus |sI0O1
i 〉〈sI0O1

i | is proportional to JY . The constant factor is obtained by direct calculation, and Eq. (S89) is
proved.

By using the causal conditions, we obtain

TrI1O0
(S +N) = TrI1O1O0

(S +N)⊗ IO1

d
= Tr(S +N)

II0 ⊗ IO1

d2
= II0 ⊗ IO1 (S92)

and since S is given by Eq. (S89), we obtain

NI0O1 = II0O1 − pdJI0O1

Y . (S93)

On the other hand, Eq. (S88) indicates NI0O1 = NO1 ⊗ II0/d, and the only possible solution with Eq. (S93) is p = 0.
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