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ABSTRACT
The European General Data Protection Regulation (GDPR) man-
dates a data controller (e.g., an app developer) to provide all in-
formation specified in Articles (Arts.) 13 and 14 to data subjects
(e.g., app users) regarding how their data are being processed and
what are their rights. While some studies have started to detect the
fulfillment of GDPR requirements in a privacy policy, their explo-
ration only focused on a subset of mandatory GDPR requirements.
In this paper, our goal is to explore the state of GDPR-completeness
violations in mobile apps’ privacy policies. To achieve our goal, we
design the PolicyChecker framework by taking a rule and semantic
role based approach. PolicyChecker automatically detects complete-
ness violations in privacy policies based not only on all mandatory
GDPR requirements but also on all if-applicable GDPR require-
ments that will become mandatory under specific conditions. Using
PolicyChecker, we conduct the first large-scale GDPR-completeness
violation study on 205,973 privacy policies of Android apps in the
UK Google Play store. PolicyChecker identified 163,068 (79.2%)
privacy policies containing data collection statements; therefore,
such policies are regulated by GDPR requirements. However, the
majority (99.3%) of them failed to achieve the GDPR-completeness
with at least one unsatisfied requirement; 98.1% of them had at least
one unsatisfied mandatory requirement, while 73.0% of them had
at least one unsatisfied if-applicable requirement logic chain. We
conjecture that controllers’ lack of understanding of some GDPR re-
quirements and their poor practices in composing a privacy policy
can be the potential major causes behind the GDPR-completeness
violations. We further discuss recommendations for app develop-
ers to improve the completeness of their apps’ privacy policies to
provide a more transparent personal data processing environment
to users.

CCS CONCEPTS
• General and reference→Measurement; • Security and pri-
vacy→ Privacy protections.
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1 INTRODUCTION
The ability of mobile apps to collect sensitive personal data has
raised concerns about the privacy of app users. Studies have re-
vealed that apps can collect excessive personal data [48] or gain
access to protected data without user consent [41]. Such privacy
threats imposed by mobile apps have stimulated advancements
not only in technical solutions to defend app users from privacy
invasion [8, 11], but also in understanding how users perceive pri-
vacy risk in using an app [12, 13]. However, in recent years, the
most significant advancement in protecting the privacy of app users
has come from the privacy law legislations such as the California
Consumer Privacy Act (CCPA) and GDPR.

Since its adoption in 2018, GDPR has promoted a reformation
of app user privacy protection and data processing transparency.
GDPR not only mandates developers to process personal data law-
fully (Art. 6) but also imposes transparency obligations on develop-
ers (Art. 12). As a result, developers add user consent prompts that
adhere to the GDPR requirements on data processing lawfulness
and provide online privacy notices and policies that inform users
about how their data are being processed and what are their rights.
Although many mobile apps already had a privacy policy before
GDPR, GDPR has stimulated the most widespread privacy policy
content updates [3, 10]. Most importantly, a privacy policy is no
longer a “nice-to-have” document provided by the app developers to
demonstrate a good gesture in the pre-GDPR era. Instead, it is now a
legally binding document between a developer and a user [15], and
providing an incomplete privacy policy to users will be considered
a violation of GDPR which may result in large fines. For example,
in July 2021, an unprecedented fine of $247 million was imposed
on WhatsApp by the Irish Data Protection Commission [9] due to
WhatsApp’s breaching of transparency obligations under Arts. 12,
13, and 14 [15–17] of GDPR.

As mandated by GDPR Art. 12, a developer must “provide the
information referred to in Arts. 13 and 14 to a user in a concise, trans-
parent, intelligible, and easily accessible form, using clear and plain
language” [15]. According to the UK Information Commission Of-
fice’s (ICO) guideline [29], requirements in Arts. 13 and 14 are
categorized as “always required” and “required if applicable”, re-
ferred to as the “mandatory” and “if-applicable” requirements in
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this paper. In particular, mandatory requirements must be fulfilled
without exception, for example, developers must provide the user
rights statements such as right to access in privacy policies regard-
less of how they process data. However, if-applicable requirements
are more flexible and depend on whether a certain data practice
is performed by a developer, for example, data transfer intention
should be disclosed if there is an international data transfer practice.

The fulfillment of GDPR transparency obligations requires orga-
nizations to assess the completeness of privacy policies in terms
of not only all mandatory requirements but also all if-applicable
requirements that will become mandatory under the conditions
specified in Arts. 13 and 14. Completeness is one of the six principles
that contribute to a GDPR-compliant privacy policy (Section 3). A
GDPR-compliant privacy policy should be GDPR-complete, i.e., all
information pertinent to the mandatory and if-applicable require-
ments specified in Arts. 13 and 14 must be presented in a privacy
policy. Some studies have started to detect the information com-
pleteness of mobile apps’ privacy policies in recent years [26, 34].
However, they mainly focused on analyzing a subset of the manda-
tory requirements; meanwhile, they neglected the implications of
if-applicable requirements. Besides, most prior studies were on
small-scale datasets which may not comprehensively reveal the
state of GDPR-completeness violations in the wild.

In this work, our goal is to explore the state of GDPR-completeness
violations in mobile apps’ privacy policies. We achieve our goal by
answering the following two major research questions:

RQ1: How complete are mobile apps’ privacy policies in terms
of providing all the information to fulfill both mandatory and if-
applicable requirements specified in GDPR Arts. 13 and 14? To answer
RQ1, we design the PolicyChecker framework and conduct the first
large-scale GDPR-completeness study on 205,973 privacy policies
of Android apps in the UK Google Play store. PolicyChecker checks
all mandatory requirements in Arts. 13 and 14, and further utilizes
requirement logic chains to model the conditions when each of the
if-applicable requirements will become mandatory.

Among 163,068 analyzable privacy policies that declared data
collection practices, PolicyChecker detected that 161,952 (99.3%) of
them had at least one unsatisfied requirement. The most common
completeness violations pertain to the lack of information disclo-
sure regarding users’ rights related to data processing. For example,
the right to restrict processing (Arts. 13.2.(b) and 14.2.(c)) and right
to lodge a complaint (Arts. 13.2.(d) and 14.2.(e)) statements are
missing in 84.5% and 81.0% of privacy policies, respectively. Mean-
while, by applying requirement logic chains, PolicyChecker detected
that among 77,522 privacy policies that indicated consent-based
data processing, 66.1% of them failed to further indicate whether
users have the right to withdraw their consents (Arts. 13.2.(c) and
14.2.(d)).

RQ2: What are the potential causes for mobile apps’ privacy poli-
cies to fail to provide all information required by GDPR Arts. 13 and 14,
and correspondingly what could be done by app developers to improve
the completeness of their apps’ privacy policies? We answer RQ2
by both automatically and manually analyzing the results of our
large-scale study. We conjecture that developers likely lack a good
understanding of some GDPR requirements and the data collection
practices of their own apps, reflected in the poor transparency on
disclosing indirect data collection in their privacy policies. Our

findings and tentative interpretations are consistent with what
researchers (e.g., Alomar et al. [2]) in the Human-Computer Inter-
action (HCI) domain found about the organizations’ lack of a good
understanding of their obligations under GDPR requirements. Such
a lack of understanding can be a potential major cause behind the
high number of unsatisfied requirements; meanwhile, developers’
misuse of policy generators and their prominent copy-and-paste
practices led to the high-level content similarity and common un-
satisfied requirements among a large portion (33.1%) of privacy
policies.

We further discuss recommendations for app developers to (1)
review their internal compliance processes and establish appro-
priate channels for users to exercise rights, (2) exercise caution
when generating privacy policies using tools, and (3) perform due
diligence to make app-specific modifications to ensure that pri-
vacy policies accurately reflect apps’ actual data practices and legal
stances. Overall, we make three major contributions in this paper:
• We review GDPR articles on information transparency and
extract 26 requirements on what need to be included in a
privacy policy. Meanwhile, we derive six requirement logic
chains to model the conditions under which if-applicable
requirements will become mandatory. These results provide
a foundation for this study, and could also help app develop-
ers establish a better understanding of their obligations and
support future privacy policy compliance analysis research.
• We design the PolicyChecker framework to automatically de-
tect GDPR-completeness violations in mobile apps’ privacy
policies. While existing studies detect violations based on a
subset (10 out of 26) of GDPR requirements, PolicyChecker
operates on a set of 20 requirements (three are excluded
in our current implementation (Section 3.1) and three are
excluded in our analysis due to the lack of data samples (Ap-
pendix B.2.1 in [39]) with five requirement logic chains to
comprehensively detect violations.
• By using PolicyChecker, we conduct the first large-scale study
on 205,973 mobile apps’ privacy policies collected from the
UK Google Play store to analyze the state of their complete-
ness against the GDPR requirements (note that the UK GDPR
is currently identical to the EU GDPR but could be subject
to changes in the future). We provide corresponding recom-
mendations to app developers.

The rest of this paper is organized as follows. Section 2 reviews re-
lated studies. Section 3 presents our analysis of GDPR requirements
on privacy policies. Section 4 describes the design of PolicyChecker.
Section 5 analyzes the GDPR-completeness of our collected privacy
policies. Section 6 discusses the implications of this study, the rec-
ommendations to app developers, the limitations of this study, and
the potential future work. Section 7 concludes the paper. Due to
the page limitation, we provide some details in the long version of
this paper [39].

2 RELATEDWORK
Privacy policy completeness analysis. Prior studies [26, 34]
have started to detect the information completeness in privacy
policies. Both studies trained a machine learning model on a human-
annotated privacy policy dataset to classify policy sentences into

 

3374



PolicyChecker: Analyzing the GDPR Completeness of Mobile Apps’ Privacy Policies CCS ’23, November 26–30, 2023, Copenhagen, Denmark

predefined categories. In particular, Liu et al. [34] constructed a
dataset with 36,610 sentences (from 304 privacy policies) annotated
based on ten categories of the mandatory information required by
GDPR Art. 13. The sentence classifiers in [26] were trained based
on the OPP-115 dataset [46] with mandatory requirements from
GDPR Arts. 13 and 14 encoded using the OPP-115 taxonomy.

Liu et al. [34] found 1,180 completeness violations in a dataset
of 304 privacy policies. The most common violations are related to
the unfulfilled requirements right to access, and the right to restrict
processing. However, the authors did not report results on other
mandatory requirements. In addition, the analysis results in [34]
cannot represent the actual state of GDPR-completeness violations
since the analysis was performed on a dataset constructed with
intentionally selected high-quality policies. Hamdani et al. [26] did
not include a discussion on the completeness violations in their
privacy policy dataset. Their dataset of 30 annotated privacy policies
solely served the purpose of evaluating their sentence classifiers.

In this work, we propose the 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 framework and
conduct the first large-scale GDPR-completeness study on 205,973
privacy policies in thewild. Our policy completeness analysis covers
the most comprehensive set of requirements, including both the
mandatory and if-applicable GDPR requirements.

Privacy policy data processing and purpose statement anal-
ysis. Another strand of research focuses on analyzing the data pro-
cessing and processing purpose statements in privacy policies [4–
7, 44, 48, 49]. PurPliance [7] analyzes the predicate-argument struc-
ture of privacy policy sentences to identify processing purpose
clauses. The extracted purposes were compared with the actual pur-
poses derived from the apps’ network traffic, and the result indicates
that 70% of apps (n=23.1k) have inconsistencies. MAPS [49] com-
bines the policy analysis with code analysis to show that privacy
policies often under-report the practices performed by apps. Poli-
cyLint [4] studies the contradictions in data processing statements
and reports 14% (n=11.4k) of app policies with internal contradic-
tions that may be indicative of misleading statements. Most recently,
POLICYCOMP [48] analyzes the data collection statements in an
app’s privacy policy using semantic roles and compares them with
the app’s counterparts to detect excessive data processing practices.
Their result showed that the data collection statements in 48.3%
of apps’ privacy policies (n=10k) are overbroad. Bhatia et al. [5]
created a taxonomy of processing purpose statements from five
shopping sites’ privacy policies. Bhatia et al. [6] further investigated
the lack of processing purpose in data processing statements which
are represented as semantic frames. Shvartzshnaider et al. [44] used
the framework of contextual integrity to detect vague language and
missing contextual details in data processing statements.

Development of privacy policies. The development of privacy
policies has been studied intensively in the literature [3, 10, 33].
Martin et al. [10] investigated the impact of GDPR on the privacy
policies of popular websites in European Union in 2018 at the
time when GDPR was enacted. Their result indicated that 72.6%
of websites with existing privacy policies updated their contents,
and 15.7% of websites adopted a privacy policy for the first time.
Similarly, Linden et al. [33] studied the privacy policy landscape
after the GDPR enactment and found that privacy policies in the
post-GDPR era covered more data practice disclosures. Amos et
al. [3] conducted a longitudinal analysis on a dataset of one million

websites’ privacy policies spanning over two decades. Their result
suggested that privacy policies have become even more difficult
to read, with the concerning lack of transparency in tracking and
cookie information disclosure. They also pointed out that GDPR
has stimulated the largest privacy policy updates in the decade.

3 PRIVACY POLICY UNDER GDPR
As the pioneer in data protection and privacy regulation, GDPR [19]
regulates the processing of personal data by a company or an or-
ganization known as a data controller from EU individuals who
are referred to as data subjects. According to Art. 4, data processing
refers to any operation performed on personal data, such as collec-
tion, recording, organization, structuring, and storage, etc. GDPR
consists of 99 articles organized into 11 chapters. A controller shall
be responsible for and be able to demonstrate compliance with the
general principles of data processing. We summarize the following
six principles that contribute to a GDPR-compliant privacy policy
based on the definition of the principle of processing laid out in
GDPR Art. 5 [18] and GDPR legal analysis from existing literature:
(1) completeness [18, 26, 34]; (2) lawfulness [18]; (3) fairness [18];
(4) accessibility & readability [18, 26]; (5) purpose limitation & data
minimization [18, 48]; (6) accuracy [4, 7, 18]. A detailed discussion
of these six principles is provided in Appendix A.1 in [39].

In this work, we focus on checking the completeness of a privacy
policy according to Arts. 13 and 14. These two articles describe reg-
ulations on what and how information related to data processing
must be provided to data subjects, and those are the most important
regulations to be reflected in privacy policies [26]. In the following
subsections, we first introduce mandatory and if-applicable infor-
mation provision requirements specified in Arts. 13 and 14. We then
describe logic chains to be used to deduce the conditions under
which if-applicable requirements would become mandatory.

3.1 Requirements in GDPR Arts. 13 and 14
To obtain an accurate and comprehensive understanding of the
specified requirements, we carefully reviewed Arts. 13 and 14 as
well as other relevant articles (e.g., Arts. 6, 9, 22, 46, 47, 49, 89) and
referred to recitals and commentaries made by the UK Information
Commissioner’s Office (ICO) [27]. Finally, we constructed a list of
mandatory and if-applicable requirements as shown in Table 1 for
us to use in this study. Although Arts. 13 and 14 both specify what
information must be provided to data subjects by data controllers,
they are used in different scenarios. Specifically, Art. 13 is required
when personal data are directly obtained from a data subject (di-
rect collection), while Art. 14 is used in situations where personal
data are obtained from other sources than a data subject (indirect
collection).

Prior studies only focused on a subset of mandatory require-
ments, making their analyses incomplete. Authors in [34] only
examined requirements R2, R3, R5, and R16 to R22. Authors in [26]
focused on requirements R1 to R5, R9, R16, R17, R18, R21, and R25;
they also miss-categorized recipient of personal data (R9) as a manda-
tory requirement. In addition, prior studies treated requirements
right to portability (R21), right to erasure (R17), and right to object
(R20) as mandatory without considering that a data controller might
be exempted from providing such rights based on the complicated
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Table 1: GDPR Arts. 13 and 14 requirements (if-applicable
requirements are denoted as 𝑅#∗, excluded requirements are
denoted as 𝑅#− , and the rest are mandatory requirements)

ID Article Reference Required Information

𝑅1 13.1.(a) & 14.1.(a) Controller identity
𝑅2 13.1.(a) & 14.1.(a) Contact Information
𝑅3 13.2.(a) & 14.2.(a) Data retention time limit
𝑅4 13.2.(a) & 14.2.(a) Data retention criteria
𝑅5 13.1.(c) & 14.1.(c) Data processing purpose
𝑅6 13.1.(c) & 14.1.(c) Legal basis
𝑅7∗ 13.1.(d) & 14.2.(b) Interest pursued
𝑅8∗ 13.2.(c) & 14.2.(d) Right to withdraw consent
𝑅9∗ 13.1.(e) & 14.1.(e) Recipients of the personal data
𝑅10∗ 13.1.(f) & 14.1.(f) International data transfer intention
𝑅11∗ 13.1.(f) & 14.1.(f) Adequacy decision
𝑅12∗ 13.1.(f) & 14.1.(f) Transfer safeguards
𝑅13∗ 13.2.(f) & 14.2.(g) Automated decision system in use
𝑅14∗ 13.2.(f) & 14.2.(g) Decision system logic
𝑅15∗ 13.2.(f) & 14.2.(g) System significance and impact
𝑅16 13.2.(b) & 14.2.(c) Right to data access
𝑅17− 13.2.(b) & 14.2.(c) Right to data erasure
𝑅18 13.2.(b) & 14.2.(c) Right to data rectification
𝑅19 13.2.(b) & 14.2.(c) Right to restrict processing
𝑅20− 13.2.(b) & 14.2.(c) Right to object processing
𝑅21− 13.2.(b) & 14.2.(c) Right to data portability
𝑅22 13.2.(d) & 14.2.(e) Right to lodge complaints
𝑅23∗ 13.2.(e) Data collection necessity
𝑅24∗ 13.2.(e) User obligation and consequences
𝑅25 14.1.(d) Categories of personal data
𝑅26 14.2.(f) Source of the personal data

conditions defined in Arts 17, 20, and 21. In this work, we exclude
the requirements R17, R20, and R21 from the implementation of
our GDPR-completeness analysis. We provide a detailed analysis
of Arts. 13 and 14 requirements in Appendix A.2 in [39].

3.2 Logic Chains in If-Applicable Requirements
Arts. 13 and 14 contain if-applicable requirements which could
become mandatory under specific conditions. However, all prior
studies (e.g., [26, 34]) neglected if-applicable requirements, making
their analyses incomplete. The major challenge to taking into ac-
count if-applicable requirements in GDPR-completeness analysis is
to determine the conditions that make if-applicable requirements
mandatory. To address this challenge, we constructed the following
set 𝐿 of six logic chains (from 𝐿1 to 𝐿6) that model how a specific
condition turns an if-applicable requirement into a “mandatory”
requirement. We use “𝐿𝑒𝑔𝑎𝑙_𝑏𝑎𝑠𝑖𝑠” to refer to the set of six le-
gal bases {𝑢𝑠𝑒𝑟_𝑐𝑜𝑛𝑠𝑒𝑛𝑡, 𝑙𝑒𝑔𝑎𝑙_𝑜𝑏𝑙𝑖𝑔𝑎𝑡𝑖𝑜𝑛, 𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡_𝑝𝑒𝑟 𝑓 𝑜𝑟𝑚𝑎𝑛𝑐𝑒,

𝑣𝑖𝑡𝑎𝑙_𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡, 𝑝𝑢𝑏𝑙𝑖𝑐_𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡, 𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒_𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡}; more details
about the six legal bases are discussed in Appendix A.2 in [39]. We
use “→” to denote the logic implication relation in a chain.
• 𝐿1 = 𝑢𝑠𝑒𝑟_𝑐𝑜𝑛𝑠𝑒𝑛𝑡 ∈ 𝐿𝑒𝑔𝑎𝑙_𝑏𝑎𝑠𝑖𝑠 → 𝑅8 : “Where the pro-
cessing is based on point (a) of Article 6(1) or point (a) of Article
9(2), the existence of the right to withdraw consent at any time
...” (Arts. 13.2.(c) and 14.2.(d)). The existence of information on
using user consent as the legal basis turns the if-applicable
requirement right to withdraw consent (R8) into a mandatory
requirement.

• 𝐿2 = 𝑙𝑒𝑔𝑖𝑡𝑖𝑚𝑎𝑡𝑒_𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡 ∈ 𝐿𝑒𝑔𝑎𝑙_𝑏𝑎𝑠𝑖𝑠 → 𝑅7 : “Where
the processing is based on point (f) of Article 6.(1), the legit-
imate interests pursued by the controller or by a third party
...” (Arts. 13.1.(d) and 14.2.(b)). If a controller declares its le-
gitimate interests as the data processing legal basis, the con-
troller is obliged to provide the details of what interests are
pursued (R7). For example, the statement “we have a legiti-
mate business interest to process your data” indicates the use
of legitimate interest as the legal basis and thus turns the
if-applicable requirement R7 into a mandatory requirement.
The existence of another statement, e.g., “our legitimate busi-
ness interest in protecting app security”, can fulfill R7.
• 𝐿3 = 𝑑𝑎𝑡𝑎_𝑠ℎ𝑎𝑟𝑖𝑛𝑔_𝑝𝑟𝑎𝑐𝑡𝑖𝑐𝑒 𝑑𝑒𝑐𝑙𝑎𝑟𝑒𝑑 → 𝑅9: “The recipi-
ents or categories of recipients of the personal data, if any ...”
(Arts. 13.1.(e) and 14.1.(e)). When a controller declares a data-
sharing practice, GDPR requires the controller to provide
the data receiver’s identity and thus turns the if-applicable
requirement R9 into a mandatory requirement.
• 𝐿4 = 𝑅10 → [𝑅11 ∨ 𝑅12]: “Where applicable, the controller
intends to transfer personal data to a third country ... and the
existence or absence of an adequacy decision by the Commis-
sion, or ... reference to the appropriate or suitable safeguards,
and the means to obtain a copy of them ...” (Arts. 13.1.(f) and
14.1.(f)). When a controller discloses an intention to trans-
fer personal data to an international location, the controller
must also disclose the existence or absence of an adequacy
decision (R11). Moreover, the absence of an adequacy de-
cision will make R12 mandatory, i.e., the controller must
provide information about transfer safeguards and inform
users about how to obtain a copy of the transfer safeguards.
• 𝐿5 = 𝑅13 → [𝑅14 ∧ 𝑅15]: “The existence of automated
decision-making, including profiling, referred to in Article 22(1)
and (4) and, at least in those cases, meaningful information
about the logic involved, as well as the significance and the
envisaged consequences of such processing for the data subject
...” (Art. 13.2.(f) and 14.2.(g)). When a controller specifies the
use of an automated decision system (R13), the controller
must elaborate on the decision logic (R14) and any possible
impact on data subjects (R15).
• 𝐿6 = [𝑙𝑒𝑔𝑎𝑙_𝑜𝑏𝑙𝑖𝑔𝑎𝑡𝑖𝑜𝑛 ∈ 𝐿𝑒𝑔𝑎𝑙_𝑏𝑎𝑠𝑖𝑠 ∨
𝑐𝑜𝑛𝑡𝑟𝑎𝑐𝑡_𝑝𝑒𝑟 𝑓 𝑜𝑟𝑚𝑎𝑛𝑐𝑒 ∈ 𝐿𝑒𝑔𝑎𝑙_𝑏𝑎𝑠𝑖𝑠] → 𝑅24: “...whether
the data subject is obliged to provide the personal data and
of the possible consequences of failure to provide such data ...”
(Art. 13.2.(e)). When a controller specifies that users have an
obligation to provide personal data under the law or con-
tract, the controller needs to inform users about the possible
consequences when refusing to provide the data.

Our 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 framework applies these logic chains to check
the completeness of privacy policies with respect to if-applicable
requirements. For example, the privacy policy of a popular mobile
game app contains the sentence “we process the following personal
data when you consent” which indicates the use of consent as a
legal basis. PolicyChecker will first identify this sentence as the ful-
fillment of the mandatory requirement R6. Then the logic chain 𝐿1
is triggered to turn the if-applicable requirement R8 into a manda-
tory requirement that must be considered in the analysis. Finally,
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since no statement about the right to withdraw consent exists in
the privacy policy, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 will report the logic chain 𝐿1
violation and GDPR-incompleteness for this app’s privacy policy.

4 POLICYCHECKER
To achieve our goal in this work, we design the 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟

framework which automatically checks the completeness of a
privacy policy according to GDPR requirements. The complete-
ness principle (Section 3) serves as the fundamental compliance
guideline for us to answer the core question: Does a given privacy
policy provide all the information to fulfill both mandatory and
if-applicable requirements defined in GDPR Arts. 13 and 14?

4.1 Design Overview
Design approach. To design 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 , we investigate a rule
and semantic role based approach that automatically detects the
completeness of a privacy policy against GDPR requirements. Pri-
vacy policies are legal documents describing a set of predefined
topics with limited variations in word choices and styles of expres-
sions, which lead to traceable commonalities (e.g., verb choices,
sentence structures) under each topic. This observation motivated
us to explore a “rule-based” design in detecting topics in privacy
policies, as one could derive a set of traits for each topic and apply
rule-based filtering to identify potential sentences belonging to it.

In more details, our rule and semantic role based approach pre-
filters potential topic-related sentences based on a verb-topic map-
ping, and models the predicate-argument structure of a target sen-
tence. The sentence’s predicate-argument structure is then ana-
lyzed based on the rules predefined for each topic. Eventually, this
approach outputs the topic(s) that a sentence belongs to. After iden-
tifying a set of topics from a privacy policy, this approach again
adopts the rule-based design to perform the completeness analysis.

High-level architecture of PolicyChecker. Figure 1 depicts
the high-level architecture of the 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 framework, which
processes each sentence from a privacy policy using anNLP pipeline
comprising five main steps.

In Step (1), PolicyChecker determines the practice described in a
sentence by matching the verb extracted from the sentence against
the predefined practice-to-verbs mapping (detailed in Section 4.2).
In Step (2), if a practice is identified in a sentence, PolicyChecker con-
structs the predicate-argument structure of the sentence, including
semantic role labels and corresponding semantic arguments. In Step
(3), PolicyChecker matches the semantic roles against predefined
roles for the practice. Each practice must have two basic roles: the
actor responsible for performing the action and the object related to
the action, represented by Arg0 and Arg1 labels, respectively; this
constraint is relaxed under special cases, such as when a sentence
is in the passive tense (details are provided in Appendix B.3 in [39]).
In addition to the two basic roles, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 uses predefined
auxiliary semantic roles for certain practices to narrow down the
arguments in the predicate that can potentially satisfy GDPR re-
quirements. In Step (4), PolicyChecker validates the meaning of each
semantic argument by identifying the entity in the sentence using
a Named Entity Recognition (NER) model or performing n-gram
matching and textual similarity comparison against a predefined

template. If each semantic argument has the correct meaning, Poli-
cyChecker adds the ID of the requirement that the sentence fulfilled
to a set. When one of the six legal bases (details of legal bases are
provided in Appendix A.2.1 in [39]) is detected in the sentence,
PolicyChecker adds the name of the legal basis to a set.

Whenever Step (1) identifies no practice in a sentence or the out-
put generated in Step (3) or Step (4) is false, PolicyChecker halts the
analysis of the current predicate or sentence and moves to analyze
the next predicate or sentence. Otherwise, after completing Steps
(1) to (4), PolicyChecker merges the fulfilled-requirement set and
the legal-basis set with the corresponding policy-level sets. In Step
(5), 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 generates the analysis report for each privacy
policy based on the policy-level fulfilled-requirement set, the legal
basis set, and three artifacts: a set of mandatory requirements, a set
of if-applicable requirements, and the requirement logic chains.

We provide an example to illustrate some steps using the sen-
tence “we store your geolocation data for 6 months”. Based on the
predefined verb-to-topic mapping, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 identifies this
sentence with the verb “store” to be a potential sentence that de-
scribes the data retention policy. Then, the semantic role labeling
result indicates that in this sentence the subject is “we” and the
predicate is “store your geolocation data for 6 months”. Based on
a set of predefined rules that specify the must-have components
in a sentence in order for it to be considered as a data retention
policy statement, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 further verifies if the sentence
has the correct subject (“we” represents the data controller), if
the predicate conveys the correct action (“store” means retaining
data), if the action is performed on an intended object entity (“ge-
olocation data” is a DATA entity recognized by the NER model),
and if the action is modified by a time constraint argument (“6
months”). When all requirements are satisfied, PolicyChecker adds
Data_retention_time_limit to a set of fulfilled requirements.

NLP models in use. To analyze a sentence’s semantic structure,
𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 utilizes the Semantic Role Labeling (SRL) model.
SRL constructs the predicate-argument structure of a sentence and
answers the questions of “who did what to whom”. SRL assigns
semantic role labels to each argument phrase, indicating its rela-
tionship with the predicate. In general, semantic roles Arg0 (Ar-
gument0), Arg1 (Argument1), and Arg2 (Argument2) identify the
agent (the entity responsible for performing the action), object, and
instrument (indirect object), respectively. ArgM-tmp (Argument
Modifier-temporality), ArgM-loc (Argument Modifier-location),
andArgM-mnr (ArgumentModifier-manner) indicatewhen, where,
how the action took place.ArgM-prp (ArgumentModifier-purpose),
ArgM-pnc (Argument Modifier purpose-not-cause), and ArgM-
cau (Argument Modifier-cause) indicate the purpose and cause of
the action. PolicyChecker uses the AllenNLP [14] implementation
of the SRL model which is for the English PropBank SRL task and is
trained on the Ontonotes 5.0 dataset [45]. In recent years, there is
an increasing adoption of the SRL techniques in analyzing privacy
policies [7, 48], from which SRL has demonstrated the effectiveness
of extracting the data collection flow and the collection purposes
(e.g., who collected what data from whom for what purposes).

Additionally, PolicyChecker utilizes the NER model to verify that
the intended entity is indeed carrying out the action and that the
object is a valid item. An NER model classifies named entities (e.g.,
people, organizations, locations, etc.) from a text into predefined
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S = e.g., “We 
share your 
personal data 
with your 
consent”

S, Practice: e.g., 
Data sharing

App
Privacy 
Policy

(1). Practice 
Identification

(Table 1)

Data 
Retention
Practice

retain, store, 
keep

Table1: Practice to Verb Mapping Rules  

(3). Rule-Based Semantic Role Matching
(Table 2)

(Basic_Roles⊆ Extracted_Roles) ꓥ
(Auxiliary_role ∩ Extracted_Roles ) != ∅

(4). Rule-Based Semantic Argument Validation
e.g., IF (NER(“we”) = CONTROLLER ꓥ
NER("your personal data”) = DATA ꓥ

Content_identification(“your consent”) = CONSENT):
Fulfilled.add(“processing _legal_basis”)

Legal_basis.add(“consent”)

(5). Rule-Based Completeness Analysis
(This component is executed after processing all 

privacy policy sentences through step 1-4)
e.g., IF (“consent” ∈ Legal_basis ) ꓥ

(“right_withdrawl_consent” ∉ Fulfilled): 
Report.insert(type=‘logic chain violation’, Chain = 

‘L1’)

(2). Predicate-
Argument

Construction

e.g., report of  xyz app

Summary: 
Invoke_Art.13 = True
Invoke _Art.14 = False
Violation_count = x

Art.13 Violations: 
- R1,R2,R5,….

Logic chain violation:
- L1. 

e.g., [We]Arg0 share [your personal data]Arg1 [with your consent]ArgM-mnr

Extracted_Roles: e.g., {Arg0, Arg1, ArgM-mnr}

Table2: Predefined Semantic Roles of a Practice

True

GDPR 
Mandatory 
Requirements 

R1: 
R2:
R2:
… 

GDPR If-
applicable 
Requirements 
and Logic Chains

L1: 
L2:
L3:
… 

True ((pass information ), (e.g., 
Fulfilled, Legal_basis))

Analysis 
Report

Practice Verb

Data sharing Disclose, 
share, sell, …

Data 
retention

Retain, keep, 
store…

… …

Practice Basic Roles Auxiliary Roles

Data 
sharing

{Arg0,Arg1} {Arg2, ArgM-
mnr/prp/adv/loc}

Data 
retention

{Arg0,Arg1} {ArgM-
mnr/prp/adv/tmp}

… … …

Halt, move to next predicate 
or next sentence

False

FalsePractice: null

Figure 1: The High-level Architecture of the PolicyChecker Framework

categories. PolicyChecker uses the domain-adapted NERmodel pub-
lished by PurPliance [7] to identify personal data (e.g., IP address,
email, phone number, etc.) as the DATA entity. Moreover, Policy-
Checker labels pronouns “we,” “I”, and “me” as the CONTROLLER
entity, and “you”, “user”, and “data subject” as the USER entity.

The NER model can only verify the DATA entity object. Whereas
other entity objects (e.g., consent entity) are validated using the tex-
tual semantic similarity comparison against a predefined template.
Semantic similarity between two texts measures the closeness of
their meanings instead of their syntactic structures. In this work, we
estimate the closeness of text meanings by calculating the cosine an-
gle between the two texts’ vector representations generated by the
sentence-BERT language model (SBERT all-MiniLM-L6-v2) [42].

Design choice justification. There are at least two alterna-
tive approaches for checking the completeness of privacy policies.
First, one could train a supervised sentence-level topic classifica-
tion model. Using the topic labels predicted for each sentence and
a list of rules derived from the GDPR requirements, a conclusion
could be made about whether a given privacy policy contains all
required topics. Although this is a major approach adopted by prior
studies [26, 34, 36], there is no existing dataset with a complete
set of annotations covering all topics or requirements listed in Ta-
ble 1. Poplavska et al. analyzed the connections and gaps between
the OPP-115 annotation categories and the GDPR principles [40];
they considered that NLP researchers can continue to use the OPP-
115 taxonomy for privacy policy analyses. However, neither the
OPP-115 [46] nor the OPP-350 [49] privacy policy dataset can be
adapted for us to achieve our goal because their annotations only fo-
cused on data collection and data usage related topics (e.g., an app’s
access of GPS location information by a first or third party) and
missed annotations for most of the topics listed in Table 1. Findings
in [26] showed that OPP-115 could be utilized to perform com-
pliance checking against 10 GDPR requirements, but errors often
occur on detecting certain types of violations due to the difficulty
of aligning OPP-115 vs. GDPR concepts (given that OPP-115 was
created pre-GDPR). All these reasons also prevented us from exper-
imentally comparing our approach with the prior studies (e.g., [26])

that built classifiers from OPP-115. Similarly, the lack of a com-
prehensive and large human-annotated privacy policy Question
Answering (QA) dataset stalls the adoption of modern QA models
in achieving our goal.

Second, one can take a topic modeling approach based on text
clustering [47], although this approach has not been adopted to per-
form privacy policy analysis in the literature. Intuitively, sentences
describing the same topic share similar semantics. Therefore, each
cluster should represent a unique topic. Topic words can then be de-
rived using techniques such as Term Frequency–Inverse Document
Frequency (TF-IDF) from each cluster. This approach has shortcom-
ings in its incapability to differentiate topics at a fine-grained level;
therefore, sentences that should belong to different clusters can end
up in the same cluster, while sentences that should belong to the
same cluster can end up in different clusters.

Our rule and semantic role based approach is different from and
more appropriate than these two alternative approaches from three
aspects: (1) Compared with the first approach, our approach does
not rely on a human-annotated dataset to train a supervised model
for topic detection and completeness analysis; As we noted, we
could not find such annotated datasets in our analysis context; (2)
Compared with the clustering-based topic modeling approach, our
approach has the ability to differentiate topics at a fine-grained level,
which is the key to accurately detecting completeness violations in
a policy; (3) In the case when regulations are updated to include
new requirements, our approach can be quickly adapted to perform
new analyses by adding new rules and leveraging SRL.

4.2 Practice Identification
PolicyChecker identifies sentences that contain GDPR requirement-
related information by applying verb filtering to locate predicates
that are likely relevant. For example, a predicate with the verb
“retain” for expressing the data retention practice has a high chance
of containing information regarding the data retention period in
its modifier arguments.

PolicyChecker focuses on identifying the common verbs used
by the following types of practices in privacy policies: (1) data
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Table 2: List of verbs used by 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟

Practice Verb

Data collection collect, gather, obtain, receive, record, store,
solicit

Data sharing
disclose, distribute, exchange, give, lease,
provide, rent, release, report, sell, send, share,
trade, transfer, transmit

Data using/handling access, analyze, check, combine, connect,
know, process, use, utilize, deploy

Data retention retain, hold, keep, possess, save, withhold,
store

Data transfer transfer, move, relocate, transmit
Transfer safeguarding rely on, base on, count on, depend on
Consent giving give, grant, consent, provide, accord

Consent solicit ask, seek, require, request, demand,
obtain, gain, acquire, get, receive, retain

Consent withdrawal withdraw, revoke, retract
Rights entitle have, entitle, designate
Rights request request, ask, demand

collection, sharing, handling, using, retention, and transfer prac-
tices; (2) consent giving, soliciting, and withdrawal practices; (3)
data transfer safeguarding practices; (4) rights entitle and request
practices. Table 2 lists the verbs used by PolicyChecker for each
practice. The detailed process of deriving the verb lists is provided
in Appendix B.1 in [39]. For a sentence in a privacy policy, Pol-
icyChecker extracts all verbs from the sentence’s Part of Speech
(POS) tags to match the predefined verb list. The extracted verbs
are converted to their lemma form (e.g., “keeping” is converted to
“keep” ) before the matching. Although identifying practices based
on the list of predefined verbs is a rule-based approach, it is power-
ful and commonly used in analyzing privacy policies [4, 7]. The list
of verbs constructed in our work is more extensive than those in
existing studies as it includes all practices to perform completeness
checking against requirements in GDPR Arts. 13 and 14.

4.3 Predicate Argument Construction and
Semantic Role Matching

When PolicyChecker finds from the sentence a verb associated
with a predefined practice, it constructs the predicate-argument
structure surrounding the predicate that the verb belongs to. The
predicate-argument structure involves semantic arguments and
their role labels. For example, given the predicate-argument struc-
ture “[we]Arg0 share [your personal data]Arg1”, the phrases “we”
and “your personal data” are called semantic arguments. And a label
(e.g., Arg0, Arg1) is assigned to each semantic argument, indicating
its relationship (e.g., the object of the predicate, the modifier of the
predicate, etc.) to the predicate.

Given the predicate-argument structure of the sentence, Policy-
Checker first checks the existence of two fundamental semantic
roles: the subject and the object, represented by Arg0 and Arg1
labels, respectively. Sentences that lack the subject and object roles
are considered grammatically incorrect. Note that although the lack
of an object is acceptable in some instances (e.g., with intransitive
verbs), the verbs considered in this paper are all transitive verbs

that require an object. A sentence with grammar errors cannot be
further analyzed because the SRL prediction becomes unreliable.

For sentences describing data collection, sharing, use, handling,
retention, and transfer practices with the presence of the two funda-
mental roles, PolicyChecker further seeks to find GDPR requirement
related information from their auxiliary roles (e.g., modifiers, in-
struments, etc.). For example, given a sentence describing data
collection practice: [We]Arg0 collect [your personal data]Arg1 [for
marketing purpose]ArgM-prp, the sentence has the two fundamental
roles Arg0 ("we") and Arg1 ("your personal data") and a modifier
role ArgM-prp that describes the purpose of the action. Therefore
the sentence can potentially satisfy the requirement R5 (data pro-
cessing purpose). We provide the list of auxiliary roles for each of
the aforementioned practices in Table 6 of Appendix B.2 in [39].

For sentences describing consent solicitation, giving, withdrawal,
and transfer safeguarding practice, PolicyChecker finds GDPR re-
quirement related information directly from the two fundamental
roles (e.g., [we]Arg0 ask [your consent]Arg1). Therefore no auxiliary
roles are considered in such a case.

By applying SRL [14] to model the predicate-argument structure
of a sentence and then analyzing semantic roles for each data prac-
tice, PolicyChecker intensively identifies the sentences that contain
GDPR-related information. Meanwhile, in our work, the set of se-
mantic role matching rules is comprehensive as it covers all data
processing practices as described above.

4.4 Semantic Argument Validation
PolicyChecker further verifies the meanings of the identified se-
mantic arguments. For example, given the following sentence with
its predicate-argument: [we]Arg0 ask [your consent]Arg1, while Poli-
cyChecker can infer from the label Arg0 that the entity referred to
as “we” is responsible for the action “ask” and the phrase “your con-
sent” is the object, it is important to verify that the intended entity
is indeed carrying out the action and the object is a valid consent-
related item. Only after a successful verification, PolicyChecker will
conclude that the sentence satisfies the requirement R6 (legal basis).
To do so, PolicyChecker uses NER entity enforcement and n-gram
matching techniques. Whenever the n-gram matching fails to iden-
tify the argument, PolicyChecker invokes the semantic similarity
comparison. The templates for n-gram matching and semantic sim-
ilarity comparison are provided in Tables 4 and 5 of Appendix B.2
in [39]. PolicyChecker’s argument validation design not only uti-
lizes the NER model [7] to recognize data entities in a sentence but
also incorporates the n-gram matching as well as textual similarity
comparison. These design considerations allow PolicyChecker to
perform a wide range of argument content validations.

In the rest of this subsection, we discuss the validation proce-
dures for data collection and retention practices as well as consent
soliciting, giving, and withdrawal practices. The validation proce-
dures for other types of practices are discussed in Appendix B.2
in [39]. For the sake of presentation simplicity, we refer to the
n-gram matching and semantic similarity comparison process as
content identification.

4.4.1 Data collection practice. For a sentence describing the data
collection practice, PolicyChecker has the following validations:
(1) the Arg0 argument must have a CONTROLLER entity (i.e., the
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controller must be the receiver of the personal data); (2) the Arg1
argument must be a DATA entity. Additionally, PolicyChecker seeks
to find evidence of direct or indirect data collection by searching
for the auxiliary role Arg2 in the collection practice. If evidence ex-
ists, the Arg2 argument with an organization/company (ORG/COM)
entity indicates that the personal data originated from a third-
party source (fulfillment of the requirement R26: source of personal
data). Therefore, the controller is conducting indirect data collection
(Art. 14). Similarly, the Arg2 argument with a USER entity indicates
that the personal data originated directly from the user and should
be identified as direct data collection (Art. 13).

When indirect data collection practice is identified from the sen-
tence, PolicyChecker re-examines the content in Arg1 argument to
determine if the sentence satisfies the requirement R25 (categories
of personal data received from other sources). To satisfy the require-
ment, the Arg1 argument cannot be a general or vague description
of data (e.g., “we collect personal data” ).

A sentence describing data collection practice could also include
the purpose of collection and the use of user consent. PolicyChecker
identifies the purpose of collection from arguments with the aux-
iliary label ArgM-cau, ArgM-prp, or ArgM-pnc, which are typical
semantic roles indicating the purpose of the action. The extracted
argument describes a purpose if it begins with a common prefix
(“to”, “for”, “in order to”, “so as to”, or “so that”). In addition, as
pointed out in PurPliance [7], the purposes extracted from policy
statements can be categorized as production, marketing, and legal-
ity purposes. In many cases, the processing purpose constitutes
the legal basis of the processing. We discuss the legal basis and
legitimate interest identification from purpose clauses in Appendix
B.3.1 in [39].

The use of user consent is identified from arguments with an
auxiliary label ArgM-mnr (e.g., “with your consent, ...” ), ArgM-tmp
(e.g., “when your consent, ...” ), or ArgM-adv (e.g., “if your consent,
...” ). PolicyChecker validates that the argument is consent related
by applying the content identification process. In general, a sentence
describing data collection practices may include information that
meets the requirements of R5, R6, R25, and R26.

4.4.2 Data retention practice. For a sentence describing data reten-
tion practice, theArg0 argument must contain the CONTROLLER
entity. This means that the data controller is the entity responsible
for retaining personal data. The Arg1 argument must contain the
DATA entity. PolicyChecker further looks for the existence of ar-
gument with the ArgM-tmp label (time constraint modifier). The
Argm-tmp argument fulfills the requirement R3 if it contains a TIME
entity (e.g., month, year) indicating the specific data retention time.
Otherwise, the argument is a general description of the retention
time (e.g., “for as long as we are under contract” ) that fulfills the
requirement R4. PolicyChecker uses a similar procedure in data
collection practice to identify any data retention purpose and use
of user consent. A sentence describing data retention practices may
include information that meets requirements R3, R4, R5, and R6.

4.4.3 Consent giving, soliciting, and withdrawal practice. For a sen-
tence expressing consent-giving and consent-withdrawal practices,
the Arg0 argument must contain a USER entity, and the Arg1 argu-
ment is validated to be a consent-related item using the content
identification process. The only difference with consent-soliciting

practice is that the Arg0 argument must contain a CONTROLLER
entity instead of a USER entity.

Besides these validation procedures for general practices, some
cases need to be additionally considered to further improve the
effectiveness of PolicyChecker. We discuss the design for sentences
with negative and passive sentiments in Appendices B.3.2 and B.3.3
in [39].

4.5 GDPR-Completeness Checking Algorithm
Unlike prior studies [26, 34] that performed theGDPR-completeness
checking only based on mandatory requirements, PolicyChecker’s
checking algorithmmore comprehensively detects unsatisfiedmanda-
tory requirements and also uniquely detects unsatisfied if-applicable
requirements based on our identified requirement logic chains. We
define the following notations used in PolicyChecker : (1) 𝑆 : the set
of satisfied requirements; (2) 𝑆𝑙𝑒𝑔𝑎𝑙 : the set of legal bases identified
from a privacy policy; (3) 𝑆𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠 : the set of legitimate inter-
ests identified from the policy; (4) 𝑃 : the set of practices (Table 2)
identified from the policy. Moreover, GDPR-completeness checking
relies on the following requirement sets: (1) 𝑅𝑀 : mandatory require-
ments shared by Arts 13 and 14; (2) 𝑅𝑀14 : mandatory requirements
specific to Art 14; Algorithm 1 lays out the GDPR-completeness
checking procedure. To detect unsatisfied mandatory requirements,
the algorithm calculates the set difference between the mandatory
requirements set and the satisfied requirements set. To detect un-
satisfied if-applicable requirements, the algorithm operates based
on the requirement logic chains described in Section 3.2. When
the algorithm raises either a mandatory or a logic chain violation
alert, it inserts the related information into a completeness analysis
report. The process for detecting other types of violations (e.g., con-
tact information, controller identity, etc.) is provided in Appendix
B.4 in [39].

Algorithm 1 GDPR-Completeness Checking
Require: 𝑅𝑀 , 𝑅𝑀14 //Artifacts extracted from GDPR (Table 1)
Require: 𝐿 //Set of requirement logic chains (Section 3.2)
Require: 𝑆, 𝑆𝑙𝑒𝑔𝑎𝑙 , 𝑆𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠 , 𝑃 //Information identified from a policy
1: 𝑉𝑀 ← 𝑅𝑀 − 𝑆 //Set difference
2: 𝑉𝑀14 ← 𝑅𝑀14 − 𝑆 //Set difference
3: if (“𝑖𝑛𝑣𝑜𝑘𝑒_13” ∈ 𝑆 ∨ “𝑖𝑛𝑣𝑜𝑘𝑒_14” ∈ 𝑆 ) ∧ (𝑉𝑀 ≠ ∅) then
4: for 𝑣 ∈ 𝑉𝑀 do

𝑟𝑎𝑖𝑠𝑒_𝑚𝑎𝑛𝑑𝑎𝑡𝑜𝑟𝑦_𝑣𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 (𝑣)
5: end for
6: end if
7: if “𝑖𝑛𝑣𝑜𝑘𝑒_14” ∈ 𝑆 ∧𝑉𝑀14 ≠ ∅ then
8: for 𝑣 ∈ 𝑉𝑀14 do

𝑟𝑎𝑖𝑠𝑒_𝑚𝑎𝑛𝑑𝑎𝑡𝑜𝑟𝑦_𝑣𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 (𝑣)
9: end for
10: end if
11: for 𝑙𝑜𝑔𝑖𝑐_𝑐ℎ𝑎𝑖𝑛 ∈ 𝐿 do

𝐵𝑜𝑜𝑙𝑒𝑎𝑛 𝑝𝑎𝑠𝑠 ← 𝑙𝑜𝑔𝑖𝑐_𝑐ℎ𝑎𝑖𝑛.𝑐ℎ𝑒𝑐𝑘 (𝑆, 𝑆𝑙𝑒𝑔𝑎𝑙 , 𝑆𝑖𝑛𝑡𝑒𝑟𝑒𝑠𝑡𝑠 , 𝑃 )
12: if 𝑛𝑜𝑡 𝑝𝑎𝑠𝑠 then

𝑟𝑎𝑖𝑠𝑒_𝑙𝑜𝑔𝑖𝑐_𝑐ℎ𝑎𝑖𝑛_𝑣𝑖𝑜𝑙𝑎𝑡𝑖𝑜𝑛 (𝑙𝑜𝑔𝑖𝑐_𝑐ℎ𝑎𝑖𝑛)
13: end if
14: end for
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5 RESULTS AND ANALYSIS
In this section, we presents our privacy policy collection process,
the effectiveness of PolicyChecker, and our major findings.

5.1 App Privacy Policy Collection
Despite the fact that EU GDPR no longer applies to UK following
Brexit, it is worth noting that UK has incorporated the full version
of EU GDPR into its own legislation (Data Protection Act 2018) as
UK GDPR [28]. As a result, apps in the UK Google Play store are still
regulated by the GDPR standards. We choose UK Google Play store
since the UK is the largest English-speaking country by population
among the countries that have implemented GDPR requirements.
Our crawling strategy is in line with previous studies which crawled
privacy policies at a large scale for GDPR compliance analysis [30].

We first obtained the list of apps from AndroZoo [1] with a total
of 6.5 million app names. We then crawled the metadata (such as
developer name, user reviews, URL link to the privacy policy, etc.)
of each Android apps available in the UK Google Play store from
January 2023 to February 2023. Finally, we obtained apps that meet
the following criteria for our study:
• Apps with at least one update after May 2018 (when GDPR
was enacted).
• Apps with more than 10,000 downloads (i.e., apps with good
popularity).
• Apps’ metadata containing a privacy policy URL.

The first two criteria are identical to those used in [37] on study-
ing GDPR violations in the Android app consent interfaces. The
third criterion is for us to rule out apps that did not provide a pri-
vacy policy link on Google Play. Note that we do not consider the
criterion used in [37] that requires apps to have sensitive permis-
sion request because our work focus on analyzing apps’ privacy
policies instead of their actual behaviors.

In total, we found 492,019 qualified apps with 205,159 unique
developer names and 291,462 unique privacy policy URLs. Note
that the number of unique URLs is less than the total number of
apps due to an average of 2.4 apps belonging to the same developer
sharing the same privacy policy. We then followed the procedure
described in PolicyLint [4] to download the privacy policy HTML
files using the Selenium web driver, convert them to plain text
files, and remove non-English privacy policies. Among 291,462
privacy policy URLs, we excluded 29,367 URLs that are unable to
access due to unresponsiveness or error codes and excluded 56,122
non-English privacy policies. In the end, our final dataset contains
205,973 privacy policies.

As shown in Table 3, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 reported that no data collec-
tion is stated in 20.8% of the 205,973 privacy policies. We randomly
selected 100 such privacy policies tomanually analyze 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 ’s
detection accuracy on them. We found that the contents of 79 files
are unrelated to the apps’ privacy policies. Such unrelated files
appear in our dataset due to the following main factors: (1) the
privacy policy URL provided by a controller on Google Play points
to an unrelated webpage, such as an Apache welcome page, a com-
pany’s homepage, etc.; (2) the retrieved HTML file is an HTTP
error message that was not handled by our HTML downloader.
Although these 79 files are correctly detected by 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 as
policies without data collection statements, incorrect detections

Table 3: The Distribution of Data Collection Practices
Adopted in Mobile Apps’ Privacy Policies

Data Collection Practice Number of Policies

Direct collection only 133,298 (64.7%)
Indirect collection only 55 (0.0%)
Both direct and indirect collection 29,715 (14.4%)
# of analyzable privacy policies 163,068 (79.2%)
No data collection statement 42,905 (20.8%)

may occur on a larger sample of policies and will be further dis-
cussed in Section 6.2. The contents of 17 files are related to the apps’
privacy policies, but the policies do not mention any data collection
practices or have negative sentiments in data collection statements
(e.g., “no data are collected or shared by us” ) and thus are detected by
PolicyChecker as “no data collection” (detailed process is provided
in Appendix B.3 in [39]). The contents of the remaining four files
are related to the apps’ privacy policies and contain data collection
statements. However, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 produced false detections due
to the NER model’s failure on detecting the correct entities in the
data collection statements.

5.2 Overall Results
Table 3 shows that 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 detected data collection state-
ments in 163,068 (79.2%) of the 205,973 privacy policies; therefore,
those 163,068 analyzable privacy policies are mandated by GDPR
Arts. 13 and 14 to provide all necessary information. The majority
(64.7%) of app privacy policies state that personal data are directly
collected from users; a smaller percentage (14.4%) of policies declare
that personal data are collected from both users and third parties.

Overall, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 reveals that only 1,116 (0.7%) of analyz-
able privacy policies provide all the necessary information. Con-
versely, 99.3% of them are found to be incomplete as they had at
least one completeness violation; 98.1% of them had at least one
violation of mandatory requirement, while 73.0% of them had at
least one violation of the if-applicable requirement logic chain.
As shown in Figure 2, seven or more unique completeness vio-
lations are detected in over 50% of privacy policies; six or more
unique mandatory requirements are unfulfilled in over 50% of pri-
vacy policies. Note that “completeness violations” are calculated
by adding the number of unsatisfied mandatory requirements and
if-applicable requirement logic chains in a privacy policy, with each
type of unsatisfied requirement and logic chain counted only once
in a privacy policy. For requirements R3 and R4, we condense them
into one “retention policy” violation when both requirements are
unsatisfied in a privacy policy.

To look deeper into the results, we report the density of the 16 dif-
ferent types of completeness violations in Figure 3. Note that these
16 types of violations correspond to the 23 requirements described
in Table 1. As discussed in Section 3, violations and requirements
are not one-to-one mappings because one violation can be triggered
by multiple requirements (especially for if-applicable requirements).
For example, when a controller intends to transfer personal data to
a third country (R10), the existence or absence of an adequacy deci-
sion (R11) or information about transfer safeguards (R12) should be
provided. These three requirements correspond to the “data transfer
chain” violation. Our results suggest that mandatory requirements
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Figure 2: Cumulative Distributions of Completeness Viola-
tions in 163,068 Analyzable Privacy Policies
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Figure 3: Density of Different Types of Completeness Viola-
tions in 163,068 Analyzable Privacy Policies

regarding data retention (R3 and R4) and users’ rights related to data
processing (R16, R18, R19, and R22) are frequently unfulfilled, while
logic chains regarding the data transfer practice and users’ right to
withdraw consent under consent-based processing (L1 and L4) are
frequently broken. Our results in Figures 2 and 3 reveal the preva-
lence of GDPR-incompleteness in mobile apps’ privacy policies;
such results were not derived by prior studies (e.g., [26, 34]).

We then selected 300 privacy policies from our dataset to anno-
tate the ground-truth completeness violations. Our manual anno-
tation and analysis of ground-truth completeness violations serve
two purposes: (1) Assessing 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 ’s effectiveness in iden-
tifying GDPR-completeness violations (Section 5.3); (2) Providing
insights for an in-depth analysis of our findings (Section 5.4).

5.3 Manual Evaluation
To have a diverse set of ground-truth policies for evaluating the
effectiveness of 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 , we selected the 300 privacy poli-
cies in two ways. We randomly selected the first 100 policies, but
adjusted the composition of this first subset of 100 ground-truth
policies based on the cumulative distributions of completeness vio-
lations (Figure 2) in 163,068 analyzable privacy policies. We did so
by first detecting the number of completeness violations in each
ground-truth policy using 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 , and then adding or dis-
carding randomly-sampled policies so that 10% of the policies have

zero to four (exclusively) violations, 55% of the policies have four to
eight (exclusively) violations, and 35% of the policies have eight to
12 violations as shown in Figure 2. We randomly selected 200 other
policies without any distribution adjustment and without filtering
through PolicyChecker. This second subset of 200 randomly-sampled
ground-truth policies can help us evaluate the effectiveness of Poli-
cyChecker especially in terms of its recall ratio. Additionally, for all
these 300 policies, we utilize the cosine similarity score computed
between two documents’ TF-IDF representation (TF-IDF cosine
similarity [43]) to avoid selecting policies with similar content (e.g.,
policies generated by the same policy generator).

We evaluate the effectiveness of PolicyChecker on all the 16
types of violations based on the 300 policies. Ourmanual annotation
process includes the following steps: (1) the first and second authors
of this paper manually analyzed 300 privacy policies by carefully
reading each statement in a given policy and recorded it with the
requirement(s) that the statement fulfills; (2) After having a list
of fulfilled requirements for a privacy policy, each of the first two
authors follows the completeness analysis process described in
Section 4.5 to determine any potential completeness violation and
mark them accordingly; (3) The first two authors then discuss the
annotations in several sessions spanning over three weeks to reach
an agreement on all 300 privacy policies.

We measured the inter-rater agreement in our annotations using
Krippendorff’s alpha-reliability (𝛼) [32]. The average 𝛼 of all 16
types of violations in the 300 privacy policies is 0.78. The low (but
acceptable for tentative conclusions [31]) inter-rater agreement is
mainly due to the ambiguous sentences in privacy policies, which
is well recognized in the literature (e.g., in [34]).

Overall, we identified 1,252 completeness violations with a me-
dian of six among the 300 policies. On average, over the 300 ground-
truth policies, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 achieves 88.5% on accuracy, 78.2% on
precision, 83.0% on recall, and 80.0% on F1-score, with the details in
Table 7 of Appendix C.2 in [39]. The recall ratio on the second sub-
set of 200 randomly-sampled ground-truth policies is 81.0%. Note
that a “positive” for a requirement in a policy represents that there
is at least one detected violation of the requirement in the policy; a
“negative” for a requirement in a policy represents that no violation
of the requirement is detected in the policy. Our manual evaluation
reports the effectiveness of PolicyChecker at the policy (instead of
the sentence) level. This is because our overall design and mea-
surement in this paper focus on whether certain information is
absent in an entire policy. As in our manual evaluation, developers
or analysts (if they want to use PolicyChecker or its analysis results)
may need to spend some effort to check the detailed false positives
or negatives even just for one policy.

We analyzed all 594 false detection results (out of all 4, 800=16 ×
300 detection results, i.e., with a 12.4% false detection ratio) in-
cluding 380 false positives and 214 false negatives, with respect
to the five major processing steps of the PolicyChecker framework
(Figure 1). In Step (1), a practice identification error occurs when a
sentence contains verbs that are not included in our verb list; such
errors account for 7.0% of the false detection results. In Step (2), the
SRL model fails to accurately predict the predicate-argument struc-
ture with overly complex sentence structures; such errors account
for 11.4% of the false detection results. In Step (3), the semantic
role matching rules do not incorporate certain edge cases; such
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errors account for 5.7% of the false detection results. In Step (4),
the NER model fails to recognize an entity in a sentence or the
content identification process fails to identify the correct content
in a sentence; such errors account for 20.0% of the false detection
results. In Step (5), our design does not accommodate the situation
where the detailed description of an entity (e.g., data and third-party
entities) in a sentence is provided in a later part of the policy (i.e.,
cross-sentence references); such errors account for 24.3% of the false
detection results. In addition, PolicyChecker determines if a noun
represents the controller identity (R1) using external information
(e.g., a developer’s identity on Google Play); however, many devel-
opers provided different and questionable identities (e.g., the app
names) in their apps’ privacy policies; such errors account for 21.4%
of the false detection results. Other minor factors, including text
pre-processing errors and the information in privacy policies aimed
at adhering to other regional regulations (e.g., CCPA), contribute
to 10.2% of the false detection results.

We also briefly evaluated the effectiveness of PolicyChecker on
identifying data practices (Table 2) at the sentence level. A sen-
tence describes a data practice if it contains a valid verb (Step
(1)), a correct predicate-argument structure (Steps (2), (3)), and
valid meanings in its arguments (Step (4)). We randomly selected
300 ground-truth sentences from our dataset of 205,973 policies to
perform the manual annotation (the inter-rater agreement using
Krippendorff’s alpha-reliability [32] is 𝛼=0.83). For this sentence
level evaluation, PolicyChecker achieves 98.3% on accuracy, 88.9%
on precision, 85.7% on recall, and 86.6% on F1-score.

5.4 Deeper Analysis
5.4.1 The state of GDPR-completeness violations. As shown in Fig-
ure 3, the most common completeness violations are caused by the
lack of disclosure of users’ rights related to data processing. For
example, the right to restrict processing (R19) and right to lodge a
complaint (R22) statements are missing in 84.5% and 81.0% of pri-
vacy policies, respectively. For if-applicable requirements, we found
that 20% of policies failed to provide the data transfer adequacy
decision or transfer safeguard information (R11 and R12), and 31.4%
of policies did not give users the right to withdraw consent (R8)
information when conducting consent-based data processing.

User rights violations: Results from both the automatic and
manual analyses indicate a severer absence of information regard-
ing users’ rights to access and rectify personal data, restrict data
processing, and lodge a complaint with authority. Ensuring fair
and transparent processing is one of the fundamental obligations
of a data controller, which includes the disclosure of users’ rights
related to data processing. Nonetheless, our findings, along with
those of previous research [34], indicate that the majority of data
controllers fail to fulfill their obligations.

User consent violations: As per GDPR Art. 6, a controller may
establish a legal basis for processing certain categories of personal
data by obtaining user consent. In such cases, both Arts. 13 and
14 require the data controller to inform users about the right to
withdraw consent (R8). Unlike prior work that neglected the if-
applicable requirement R8 in their completeness violation detection,
PolicyChecker is able to recognize the condition (e.g., a controller
declares the consent-based processing in the policy) that will make

the requirement R8 applicable and further report corresponding
completeness violations (Section 4.5).

Our results in Figure 3 show that only 48.6% of privacy policies
provide a legal basis justification. In addition, 77,522 (98.0%) pri-
vacy policies state user consent as their legal basis for processing.
However, 66.1% of them do not indicate if users have the right to
withdraw their consent. Nguyen et al. [37] reported that 84 out of
100 examined app consent interaction interfaces do not provide
any option for users to withdraw consent. Our results further indi-
cate that the information regarding consent withdrawal is largely
missing even in the basic privacy policy information channel that
users rely on.

Dark patterns in soliciting user consents. Our manual anal-
ysis of the 300 ground-truth policies (as described in Section 5.3)
suggests that controllers often describe the user consent acquire-
ment as a default setting, and their consent related policy state-
ments are sometimes expressed in an implicit or vague manner. In
particular, we found that controllers declare in 27.0% of the 300
ground-truth policies that user consent is obtained automatically as
soon as the users begin using the apps. For example, “If you choose
to use my Service, then you agree to the collection and use of infor-
mation in relation to this policy.” - Math Formula app; “Your Consent:
If you agree with our Privacy Policy, there is nothing you need to do”
- Positively Made app; “by utilizing the Program ... you consent to
have your personal data transferred to ... ” - Chicken Salad app. Such
practices violate GDPR’s requirement that mandates user consent
to be obtained through a statement or clear affirmative action by
a user (GDPR Art.4.(11)). We also found that controllers have the
implicit or vague consent solicitation statements in at least 1.7%
of the 300 ground-truth policies. For example, “We may use your
Personal Information to ... unless you have not consented to allow” -
Mobilix Solutions app, is a double-negative sentence that can be very
confusing for users. Both the default setting and double-negative
sentence are manipulative dark pattern designs [25] well-studied in
the HCI research domain [35, 38]. Our findings of the use of default
setting and implicit language in consent-solicit statements align
with the prior study [38] of dark patterns in the consent manage-
ment platform design, in which Nouwens et al. reported that user
consent is often obtained implicitly by the developers.

It should be noted that the purpose of PolicyChecker is to assess
the completeness of a policy based on the requirements outlined in
GDPR Arts. 13 and 14. It does not take into account misleading or
ambiguous statements in the policy as violations. Nonetheless, it is
important to point out that controllers have an obligation to provide
a high-quality privacy policy based on the GDPR Art. 12: “The
controller shall take appropriate measures to provide any information
... to the data subject in a concise, transparent, intelligible and easily
accessible form, using clear and plain language”.

Takeaways: According to our analysis, the most common com-
pleteness violations in mobile app privacy policies are caused by
the lack of disclosure of users’ rights related to data processing. In
particular, statements regarding the right to restrict processing (R19)
and right to lodge a complaint (R22) are missing in 84.5% and 81.0%
of privacy policies, respectively. Additionally, 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 finds
that 51.4% of privacy policies failed to provide legal grounds for pro-
cessing personal data. Among the policies that provided the legal
basis justification, 98.0% of them stated that processing is based on
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user consent. However, users are not given the right to withdraw
their consent in 66.1% of the cases, which are direct violations of
the GDPR principle on data processing fairness. In addition, our
manual analysis result indicates that privacy policies use implicit
and vague language to solicit user consent. Such practices violate
the GDPR requirement on disclosing information using the plain
and simple language (Art. 12).

5.4.2 Behind the violations. Wenow investigate the potential causes
behind GDPR-completeness violations. Note that our investigation
is solely based on the privacy policy analysis, and its results in-
cluding our tentative interpretations should be further verified by
future user studies.

Poor transparency on disclosing indirect data collection.
PolicyChecker reports 32,349 completeness violations (due to unsat-
isfied Art.14-specific requirements R25 and R26) in 29,770 privacy
policies that stated indirect data collection (e.g., collecting personal
data from a third-party service). In particular, we found that 26,743
(89.8%) policies with indirect data collection statements failed to
provide a detailed description of what types of personal data were
obtained from third parties (R25). Furthermore, 5,707 (19.2%) poli-
cies with indirect data collection statements did not disclose the
source (e.g., the identity of a third party) of the personal data (R26).
However, during our manual analysis of the 300 ground-truth poli-
cies, we found that the majority (84%) of privacy policies are very
transparent in disclosing the types of personal data obtained di-
rectly from users. Therefore, we observe an inconsistent pattern of
information disclosure under different data collection scenarios.

We have two tentative interpretations regarding this observation.
First, controllers might be unaware of the additional GDPR require-
ments (R25, R26) under indirect data collection situations; therefore,
they do not see the need to disclose the types of data when the data
are collected from third-party services. Second, controllers might
lack the understanding of the complete data collection practice con-
ducted by their own apps, especially when personal data are being
collected by the third-party services used in the apps; therefore,
even if they are aware of the GDPR requirements, they might not
have the necessary knowledge to report what types of personal data
are received from a third party. Although, to our knowledge, there
is no existing user study specifically on developers’ understanding
of requirements in GDPR Arts. 13 and 14, studies such as [2] on
developers’ privacy compliance processes of child-directed mobile
apps have indicated that developers lack a good understanding of
their apps’ data collection practices when third-party services are
used. Additionally, Alomar et al. [2] pointed out that while 78% of 50
interviewed organizations (all subject to GDPR) are aware that their
apps are required to comply with GDPR, they are not fully aware of
their obligations under GDPR. Alomar et al. [2] also pointed out in
their user study that “smaller developers” (i.e., developers in small
teams or businesses) often follow some “best-effort” models and
tend to ignore privacy compliance requirements. We do not have
the accurate size information about the app development teams,
but we observed that less popular (based on the number of down-
loads) apps tend to have more violations than more popular apps.
For example, we found an average of 6.2 violations in the privacy
policies of the 10,000 least downloaded apps and 4.8 violations in
the privacy policies of the 10,000 most downloaded apps.

Poor practices in using tools to create a privacy policy.
As mentioned in [2], small-to-medium-size organizations often
find it challenging to comply with regulatory standards, and they
are in urgent need of usable tools to help them identify and fix
mobile app privacy issues. In recent years, privacy policy auto-
generating tools have gained significant popularity. However, the
reliability of using automatic tools to generate privacy policies
might be questionable since the tools might not provide GDPR-
specific accommodations. And due to the lack of a comprehensive
understanding of GDPR requirements, data controllers might not
be able to verify the completeness of a policy generated by a non-
compliant tool.

We conducted a preliminary experiment to investigate the state
of automatically generated privacy policies and their potential cor-
relations with the widespread GDPR-completeness violations. To
do so, we first searched “mobile app privacy policy generator” on
Google and selected the five top-recommended generators from
the first page of the search results (excluding any sponsored ads
and duplicated results): Generator by Firebaseapp [21], Generator by
Termly [24], Generator by AppPrivacyPolicy [20], Generator by Pri-
vacyPolicies [22], and Generator by PrivacyPolicyOnline [23]. Note
that we performed the search in the Incognito mode to minimize
any potential influence on the results.

Next, we created five baseline privacy policies from these five gen-
erators, respectively, by following their instructions and providing
all required and optional information. We then manually analyzed
the GDPR-completeness of these five baseline privacy policies. The
detailed analysis results are listed in Table 8 of Appendix D.1 in [39].
We can see that four out of five baseline privacy policies contain six
to eight completeness violations, indicating their inability to gener-
ate GDPR-complete privacy policies. Although the privacy policy
generated from the Generator by Termly [24] is GDPR-complete, a
considerable amount of effort is needed for using this generator.

We further measured the prevalence of using these five genera-
tors by performing TF-IDF cosine similarity comparisons between
the privacy policies in our dataset and the five baseline privacy
policies. We refer to the privacy policies with more than 60% and
less than 90% textual similarity (compared with a baseline privacy
policy) as baseline-similar policies, and those with more than 90%
textual similarity as baseline-identical policies. The detailed anal-
ysis results are listed in Table 8 of Appendix D.1 in [39]. In sum-
mary, 25,010 (12.1%) privacy policies in our dataset are baseline-
similar and 43,351 (21.0%) are baseline-identical when comparing
to the baseline privacy policy generated from the Generator by
Firebaseapp [21]; only a small number of policies are either baseline-
similar or baseline-identical when comparing to the baseline privacy
policies generated from the other four generators. These results
imply that Generator by Firebaseapp [21] is popularly used and is
the dominant privacy policy generator based on our dataset. Unfor-
tunately, this generator does not produce GDPR-complete privacy
policies as we discussed above.

Looking deeper into the results from the Generator by Fire-
baseapp [21], we found an average of 99.4% overlap between the
completeness violations in its baseline privacy policy and the com-
pleteness violations detected from those baseline-identical privacy
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policies, and found an average of 80.5% overlap between the com-
pleteness violations in its baseline privacy policy and the com-
pleteness violations detected from those baseline-similar policies.
We then randomly sampled ten baseline-similar policies and ten
baseline-identical policies for further analysis. Out of the ten sam-
pled baseline-similar files, four contain unrelated HTML residues
from converting HTML to text files. After removing the unrelated
contents, these files also have more than 90% similarities with the
baseline. The remaining six policies all contain custom informa-
tion that can be categorized as follows: app permission policy, paid
services, detailed descriptions of the data collected, security, and
user rights. We found that the additional information provided in
five out of six policies does not reduce the number of complete-
ness violations, and only one policy added statements regarding
users’ rights to data access and rectification. For the ten sampled
baseline-identical files, all of them have the same contents as the
baseline privacy policy except for the basic information such as the
developer name, third-party service, and contact information.

Takeaways:We observed that controllers exhibit an inconsis-
tent pattern of information disclosure under different data collection
scenarios, which may reflect their lack of understanding of GDPR
requirements and their own apps’ data collection practices.

Our analysis indicates that the Generator by Firebaseapp [21]
only produces a bare minimum privacy policy but closely resem-
bles 21.0% of the mobile app privacy policies in our dataset. Such
policies in our dataset might be generated by developers directly
using this generator or copied by developers from the policies of
other apps. Our result suggests that at least in the case of the 21.0%
of privacy policies that are baseline-identical in terms of this domi-
nant generator, app developers failed to perform their due diligence,
such as verifying the GDPR-completeness of their apps’ privacy
policies and making local adaptations. As a result, a set of unsatis-
fied requirements are shared by developers in their apps’ privacy
policies. It is worth noting that this result is just a conservative es-
timation of developers’ poor privacy policy composition practices,
as we only experimented with five out of many policy generators.

Additionally, we observed from the baseline-similar privacy poli-
cies that controllers tend to add additional information to the auto-
generated policies instead of modifying the generated statements
to match their apps’ actual practices. This raises a concern about
whether those statements (e.g., “Your data are not collected by me in
any way” ) generated by tools by default and shared among a large
number of privacy policies can be trusted by users.

6 DISCUSSION
In this section, we first discuss the implications of our findings along
with our recommendations to app developers. We then discuss the
limitations of our work and the potential future work.

6.1 Implications and Recommendations
Fundamental user information obligations must be fulfilled.
Our key findings summarized in Section 5.4 show that a majority of
developers fail to fulfill their fundamental transparency obligations.
Our findings on the severe absence of information regarding the
core GDPR requirements on processing transparency are consistent
with what other researchers (e.g., Liu et al. [34]) found about the

significant lack of disclosure on users’ right to access and right to
restrict processing. Thus, we recommend mobile app developers to
review their internal compliance processes and establish appropri-
ate channels for users to exercise their rights under GDPR Arts. 13
and 14. Furthermore, developers should disclose such channels to
users (e.g., through privacy policy updates) after their establish-
ment. Meanwhile, developers should identify the most appropriate
legal basis for justifying their apps’ processing of personal data.
Our analysis of information provision requirements in Appendix
A.2 in [39] provides information for app developers to implement
our recommendations.

In addition, recall that in Section 5.4.2 we looked into controllers’
inconsistent patterns of information disclosure under different data
collection scenarios, which may reflect their lack of understanding
of GDPR requirements and their own apps’ data collection practices.
Our findings and tentative interpretations align with what other
researchers (e.g., Alomar et al. [2]) found about organizations’ lack
of a good understanding of their obligations under GDPR and their
apps’ data practices when third-party services are used. Thus, we
recommend mobile app developers to review the privacy policies
of third-party services before integrating them into the apps.

If-applicable requirements should be met. Besides the com-
pleteness analysis of mandatory requirements, in this work, we
take a first look into how well if-applicable requirements in GDPR
are met by mobile apps’ privacy policies. Our analysis results in-
dicate that 66.1% of privacy policies that rely on user consent to
process personal data do not entitle users to withdraw their consent.
In addition, developers also failed to report the identities of the
personal data recipients in 14.3% of privacy policies. Although no
existing study has revealed the state of the GDPR-completeness
violations in terms of the if-applicable requirements, our findings
on the lack of disclosing users’ right to withdraw consent are con-
sistent with what was reported in [37] that many apps’ consent
interfaces do not provide users the option to withdraw consent.
Our results further indicate that consent withdrawal information is
missing even in the basic privacy policy information channel that
users rely on. Therefore, we recommend developers to pay more
attention to the additional requirements that might apply when
they include certain information in privacy policies. Our analysis
and discussion in Section 3.2 can help developers review and amend
the lack of information concerning if-applicable requirements.

Automatic policy generation needs significant improve-
ment. In Section 5.4.2, we introduced our preliminary experiment
on the impact of policy generation tools on the state of GDPR-
completeness violations. Our findings suggest that 12.1% and 20.0%
of privacy policies in our dataset are similar and identical, respec-
tively, to the policy generated by the Generator by Firebaseapp [21].
Such automatic policy generation practices are concerning, partic-
ularly when developers lack a good understanding of the GDPR
requirements, which makes them unable to verify the completeness
of the generated or copied policies and perform necessary local
adaptations. Recall that in our manual analysis (Section 5.4.2) of
baseline identical policies, we found that only the basic contents
such as the developer name, contact information, and list of third-
party services were modified. For baseline similar policies, we found
that developers tend to add new information to the generated policy
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and generally do not modify the existing contents. Our manual anal-
ysis results confirm that the aforementioned concerns do, in fact,
exist in many cases. Such poor practices in creating privacy policies
undermine the trustworthiness of the claims made by developers in
these policies. We recommend app developers to exercise caution
when generating privacy policies using such tools or copying them
from other apps, and perform due diligence to make app-specific
modifications to ensure that privacy policies accurately reflect apps’
actual data processing practices and legal stances.

6.2 Limitations and Potential Future Work
The framework design aspect.We recognize three limitations of
our 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 framework design in identifying GDPR
requirement-related information from a privacy policy sentence.
First, we rely on an SRL model trained on a generic English seman-
tic dataset. Therefore 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 ’s effectiveness is naturally
bounded by the effectiveness of the SRL model. For example, the
precision and F1 scores on the violations of some requirements are
low as shown in Table 7 of Appendix C.2 in [39]. As SRL is still a
challenging task in the NLP domain, the state-of-art model only
achieves 86.49% F1-score on the Ontonotes 5.0 dataset [45]. In ad-
dition, training a domain-adapted SRL model is a challenging task
commonly recognized in the literature [7, 48]. Thus, we expect that
some future work would implement domain-adapted SRL models.

Second, currently in the early steps of PolicyChecker, we do
not comprehensively extract all contextual information among
sentences. PolicyChecker analyzes one sentence at a time from
Steps (1) to (4), although it takes all sentences into account for
completeness analysis in Step (5) and also leverages contextual
information in detecting logic chain violations. We reported cross-
sentence references as one potential factor leading to false detection
results (Section 5.3). Capturingmore contextual information in early
steps can be an improvement to PolicyChecker in the future.

Third, in this work, we only consider privacy policies written
in English. As shown in Section 5.1, 27.2% of privacy policies we
retrieved from the UK Google Play store were written in other lan-
guages and excluded from our study. This limitation has hindered
our ability to scale up our findings to encompass privacy policies
from a wider range of app developers. However, it is challenging
to include semantic pattern designs for multiple languages in one
work since different languages have unique grammatical rules. It
will be an interesting future work to explore a multiple-language
version of the 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 framework.

The data collection aspect. Our work neither considers privacy
policies provided in pdf format nor retrieves policies that are hosted
using document viewers such as Google Docs. We rely on future
work to implement a pdf-to-text conversion module and an image
recognition module to convert privacy policy screenshots taken
from document viewers’ web pages to text. In addition, we recognize
the potential shortage in our data collection strategy as we only
focus on mobile apps from the UK Google Play store. We cannot
derive findings to reveal the differences and similarities in the state
of GDPR-completeness violations in mobile apps’ privacy policies
across different members of the European Nations. Expanding the
data collection to include more regions’ Google Play stores is a
potential future work.

The result analysis aspect. As presented in Section 5.4, our
interpretations regarding developers’ lack of an understanding of
GDPR requirements were solely derived from the privacy policy
analysis. We believe that future user studies are necessary to fully
understand developers’ perceptions of GDPR and their practices
in creating privacy policies. In addition, our analysis of the auto-
generated privacy policies is limited to only five popular app privacy
policy generators. Future work is needed to systematically analyze
the impact of privacy policy generators at a larger scale, especially
regarding how developers (mis)use such generators.

7 CONCLUSION
In this paper, we investigated the fulfillment of GDPR Arts. 13 and
14 requirements in mobile apps’ privacy policies. We designed the
𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 framework by taking a rule and semantic role based
approach. Using 𝑃𝑜𝑙𝑖𝑐𝑦𝐶ℎ𝑒𝑐𝑘𝑒𝑟 , we conducted the first large-scale
analysis on 205,973 mobile app privacy policies. Our results indi-
cated that many app developers failed to fulfill their fundamental
transparency obligations; meanwhile, if-applicable requirements
in GDPR are overlooked by most app developers. We conjectured
that controllers’ lack of understanding of some GDPR requirements
and their poor practices in composing a privacy policy can be the
potential major causes behind the GDPR-completeness violations.
We further made recommendations for app developers to improve
the completeness of their apps’ privacy policies. Note that Poli-
cyChecker’s use is not limited to detecting GDPR-completeness
violations in mobile apps’ privacy policies; it can also be used in
other application contexts (e.g., websites’ privacy policies). We
share our long version of the paper, our code, and our dataset [39]
for researchers to conduct future privacy policy compliance studies.
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