ECONOMICS 351* -- NOTE 12 M.G. Abbott

ECON 351* -- NOTE 12

OLS Estimation of the Multiple (Three-Variable)
Linear Reqgression Model

This note derives the Ordinary Least Squares (OLS) coefficient estimators for the
three-variable multiple linear regression model.

e The population regression equation, or PRE, takes the form:
Y, =B, +B. X, +B. X, +u (D

where u; 1s an 11d random error term.

e The OLS sample regression equation (OLS-SRE) for equation (1) can be
written as

=
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=
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o
e
+
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X +0. =Y, +1, i=1,..,N). )

where the B ; are the OLS estimators of the corresponding population regression
coefficients 3; =0, 1, 2),

0, =Y, -Y. =Y, -B, - B,X, —B,X,; i=1,..,N)
are the OLS residuals, and

Y. =B, + B.X, + B, X, (i=1,..N)
are the OLS estimated (or predicted) values of Y.

The function f(X,,, X,,) =B, + B, X, +P,X,, is called the OLS sample
regression function (or OLS-SRF).
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1. The OLS Estimation Criterion

The OLS coefficient estimators are those formulas (or expressions) for BO, Bl,

and B, that minimize the sum of squared residuals RSS for any given sample of
size N.

The OLS estimation criterion is therefore:

(Yi _ﬁo _ﬁlxli _Bzxzi)z (3)

M=z

1

N A A N
Minimize RSS(B,. B,. ,) = 42 =
i=1

Il
LN

A

{B;}
Interpretation of the RSS( Bo, By Bz) function:

+ The knowns in the RSS(BO, B,, Bz) function are the sample observations
(Yi, L, X, Xzi) fori=1, ..., N. In other words, the N sample values of the
observable variables Y, X, X, are taken as known (or given).

¢ The unknowns in the RSS(BO, Bl, Bz) function are therefore the coefficient
estimators B, ., B,

¢ For purposes of deriving the OLS coefficient estimators, the RSS(ﬁO, ﬁl , ﬁz)

function is interpreted as a function of the three unknowns BO, f’)l, B2 :
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2. The OLS Normal Equations: Derivation of the FOCs

STEP 1: Re-write the RSS(f,. .. 8, ) function in (3) as follows:

Z

RSS(BoaBsz) i f(4,) where f(0,) =10

ﬁi = Yi _Bo _BIXIi _B2X21 (3)

—
l‘

Note: The function f({i,) = @} is a function of G, and {, is in turn a function
of B,, B,, and B,.

STEP 2: Partially differentiate the RSS(ﬁO, B., Bz) function in (3) with respect
to BO, Bl, and Bz:

e Using the chain rule of differentiation, each partial derivative of the
RSS(ﬁO, B,, Bz) function takes the general form

ORSS & ou
) 4
GBJ i1 aBJ
o Using the power rule of differentiation, the derivative df/dd, is
)
df _ d(@y) _ 24,
dug, dua,
The partial derivatives ORSS / Oﬁ ; forj=0, 1, 2 are therefore
N $ N 0 N 0
RS 5 AL 505 M 03 M j=0,1,2 5)
op i du, 8Bj i=1 8Bj i1 6Bj
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 Since the i-th residual is 4, = Y, — BO - [ASIXli —BZXZi, the partial derivatives
8ﬁi/8[§j forj=0, 1, 2 are:

a8, __, ot

B,

i __X . aﬁl __X
B, " aB,

2i

o Substitute the partial derivatives 01, / 8[A3 jforj=0, 1, 2 into equation (5):

o0 _ oy L i=0,1,2. (%)

ORSS N . O, X X
— =20 —=2)0(-1)=-2) 0, 6.1
B, ; B, 1Z=1: D 1Z=1: 6D
N 5 N N
aRASS =2 Zﬁi 8?1 =2 Zﬁi(_xli) = =2 ZXIiﬁi (6.2)
B, i1 Op, ) )
N A N N
RS 236, T 2 220Xy = 22X, (6.3)
B, o 0P, il i1
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STEP 3: Obtain the first-order conditions (FOCSs) for a minimum of the RSS
function by setting the partial derivatives (6.1)-(6.3) equal to zero, then dividing

each equation by —2, and finally setting G, = Y, — ﬁo - f’)lei - [§2X2i :

GRSS N
. Z (6.1)
op, =
N N
8R_§S:0 = —ZZﬁi =0 = Zﬁi =0 (7.1)
B, i1 i1
N ~ ~ ~
= Z(Yl _BO_BIXli_Bzxﬁ):O (8.1)
i=1
ORSS
o — ==-2>Y XU 6.2
BBI Z 11 i ( )
N N
aR—ASS:O = -2>)X,0,=0 = >YX,0=0 (7.2)
oB, ) )
N ~ ~ A
= ZXIi(Yi - Bo _BIXM _B2X2i) =0 (8.2)
i=1
N
. RS H39x.4 (6.3)
B, i1
N N
8R_§S:0 = -2 ZXziﬁi =0 = sziﬁi =0 (7.3)
B, =1 iz
N ~ A ~
= ZX2i (Yi _Bo - Ban - Bzxzi) =0 (8.3)
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STEP 4: Rearrange each of the equations (8.1)-(8.3) to put them in the
conventional form of the OLS normal equations. Thus, taking summations and
rearranging terms, we obtain the OLS normal equations:

° i(Yi_ﬁo_len_BzXzi):O (8.1)
ZY NBO BzXh BZI;I: . =0
_NBO BZXh B ile :_iYi
NBO+BIZX1i+B2ZX2i :in (N1)
o XY By BX, - BuX) 0 (82)

i(XhYl —BX, —B X2 B, X, X, ) =0

~ N . N . N N
BOZ;XM + BIZ;XIZi +Bz Zl:Xani = Z;Xth (NZ)
N A A A
° szi (Y1 —By =B, X, _Bzxzi) =0 (8.3)
1;1
Z(leYl _ﬁoxzi _B1X21X11 Bin) =0
11\121 . N . N .~ N
ZXmYl _Bozxzi _Bl XXy —Bszi =0
i=1 A ;l A ;l A ;1 .
- BOZX21 - BIZXZiXIi _Bszil - _Z X21Y1
NN N .
Bozle + B1ZX2an + BzZX; 2X21Y1 (N3)

I
I
I
I
N
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RESULT: Assemble the three OLS normal equations (N1)-(N3):

A A N ~ N N
NBO+BIZX1i+BZZX2i =ZYi (N1)
i-1 i1 i=1
. N AN N N
BOZXH + BlzXn + BzZXthi = ZXIiYi (NZ)
i-1 i=1 i-1 i-1
. N . N AN N
Bozxzi + BIZXZiXIi + B2ZX2i = ZXZiYi (N3)

e The OLS normal equations (N1)-(N3) constitute three linear equations in the
three unknowns f,, B,, and f,.

e Solution of the OLS normal equations (N1)-(N3) yields explicit expressions
(or formulas) for BO, ﬁl , and ﬁz; these expressions are the OLS estimators BO,

B1 , and BZ of the partial regression coefficients By, B, and B, respectively.
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3. Expressions for the OLS Coefficient Estimators

e The expressions (formulas) for the OLS estimators are most conveniently
written in deviation-from-means form, which uses lower case letters to denote
the deviations of the sample values of each observable variable from their
respective sample means. Thus, define the deviations-from-means of Y;, X;,
and X,; as:

2Y, .
Y=2Y/N= ? is the sample mean of the Y; values;
= X .
X, =X, /N= ? is the sample mean of the X; values;

X, =3X,/N= % 1s the sample mean of the Xy; values.

O The OLS slope coefficient estimators ﬁl and Bz in deviation-from-means

form are:
B, = (ZixgiXZiXIiYi) - (ZiXIiXZi)(ZiXZiYi). (9.2)
1 (zixlzi XZiX;) - (ZiXIiXZi)Z ,
Bz _ (ZixlziXEiXZiYi) — (ZixliXZi)(ziniYi). 9.3)

(zixlzixzixii) - (ZanXzi)z

O The OLS intercept coefficient estimator BO is:

~ J—

Bo =Y - Blil - [3222 . 9.1)
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4. The OLS Variance-Covariance Estimators
O An unbiased estimator of the error variance ¢*

e For the general multiple linear regression model with K regression
coefficients, an unbiased estimator of the error variance o is the degrees-of-
freedom-adjusted estimator

., =48’  RSS
5

(N-K) (N-K)

where K =k + 1 = the total number of regression coefficients in the PRF.
e For the three-variable multiple linear regression model (such as regression

equation (1) above) for which K = 3, the unbiased estimator of the error
variance " is therefore

=i = . (10)

where (N — 3) is the degrees of freedom for the residual sum of squares RSS in
the OLS-SRE (2). &7 is an unbiased estimator of 6> because it can be shown
that E(X, 02) = E(RSS) = (N - 3)c”.

e The error variance estimator 6~ is used to obtain unbiased estimators of the
variances and covariances of the OLS coefficient estimators B,, B,, and j3,.
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O Formulas for the variances and covariances of the slope coefficient
estimators Bl and Bz in the three-variable multiple regression model

~

Gzzixzi
Var(Bl) B (Zini Xzixgi) _z(zixnxzi)z

b

2w 2
0 XX,

Var(Bz) ) (Zixlzixzixii) - (Zixlixzi )2 ;

A A GZZiX iX2i
COV(BI’ BZ) ) (21X121 Xzixgi) i (zzixnxzi)z |

0 Unbiased estimators of the variances of the slope coefficient estimators f,
and B2 are obtained by substituting the unbiased estimator 6° for the unknown

error variance ¢~ in the formulas for Var(Bl) and Var(Bz):

var(p,) = : 55X, : (11.1)

zixlzi Xzixgi) - (ZanXzi )2

var(p, ) = ; L, : (11.2)

zixlzi Xzixii) - (ZiXIiXZi)Z

O Similarly, an unbiased estimator of the covariance between the slope
coefficient estimators B1 and [32 is obtained by substituting the unbiased

. A 2 . 2 .
estimator ¢~ for the unknown error variance o~ in the formula for

Cov(B,. B,):

~

~ (A _ 6221X iX2i
COV(B“ Bz) B (Zinzi xZiXii) i (;iXIiXZi )2 '

(11.3)
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O Interpretive formula for the variances of the OLS slope coefficient
estimators B;,j=1,2,...,K

Consider the general multiple linear regression equation given by the PRE
Y =B +B, X, -+ B X+ + B X (12.1)
OLS estimation of the PRE in (11) yields the OLS SRE
Yi=B0+B1Xh+---+f3iji+---+[§ka1+ﬁi (12.2)

« The formula for Var(Bj) forj=1, 2, ..., k can be written as

2

A~ G .
Var(B.) = forj=1,2,....k 13
B;) TSSj(l—R?) J (13)

J

where

N N _
TSS i = ;Xi = Z_;(X i =X )2 = the total sample variation in the regressor Xj;

RJ? = the R” from the OLS regression of regressor X; on all the other K-1

regressors in (12.1), including the intercept. That is, R? measures the
proportion of the total sample variation in X that is explained by the
other regressors in the PRE. Alternatively, Rf measures the degree of

linear dependence between the sample values Xj; of the regressor X

and the sample values of the other regressors in regression equation
(12.1).

This formula for Var(B ;)is given in J. Kmenta, Elements of Econometrics, 2nd
edition (1986), pp. 437-438.
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e Determinants of Var(Bj).

2
o)

TSS, (1-R?

J

Var(,) = j forj=1,2,....k (13)

Three factors determine Var(f& PE
1. the error variance o?;
2. the total sample variation in X;, TSS;;

3. the degree of linear dependence between X; and the other regressors in
the model, as measured by Rf.

. Var(f}j) Is smaller:

(1) the smaller is 6%, the error variance in the true model;

(2) the larger is TSS;, the total sample variation in the regressor X;;

N N v .
TSS, = ;Xﬁ = Z;‘(Xﬁ —Xj) is larger
« the larger the values of Xfi =(X; —71.)2 fori=1, ..., N, meaning the
greater the sample variation in the Xj; values around their sample mean;

« the larger is N, the size of the estimation sample;

(3) the smaller (closer to 0) is Rf, the lower the degree of linear dependence

between the sample values Xj; of the regressor X and the sample values of
the other regressors in the PRE.
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e Conversely, Var(Bj) is larger:

(1) the larger is o? the error variance in the true model;

(2) the smaller is TSS;, the total sample variation in the regressor X;;

=Y'x2 =Y (X, - X J is small
TSS, =) x; =) |X; - X,/ is smaller

i=1 i=1

. the smaller the values of Xfi = (X —XJ—)Z fori=1, ..., N, meaning the
greater the sample variation in the Xj; values around their sample mean;

« the smaller is N, the size of the estimation sample;

(3) the larger (closer to 1) is Rf, the greater the degree of linear dependence

between the sample values Xj; of the regressor Xj and the sample values of
the other regressors in the PRE.

Note: Assumption A8, the absence of perfect multicollinearity, rules out the
value 1 for Rf.

If RJ? =1, then the sample values of the regressor X; exhibit an exact linear

dependence -- are perfectly multicollinear -- with one or more of the other
regressors in the model, in which case it is impossible to compute either

(1) the OLS estimate [3 ; of the slope coefficient B; associated with the

regressor X, or

(2) the estimated value of Var(f ;) » the estimated variance of [3 i

If R} <1, then multicollinearity is simply a question of degree: the closer to

1 1s the sample value of Rf , the larger is Var(B i)

Var(fij) —> o a R; > 1
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5. Computational Properties of the OLS-SRE (2)

=<
[l
o))
+
p)
e
+
o))

X, 40, =Y +14, i=1,..,N). 2)

5.1 The OLS-SRE passes through the point of sample means (Y, X,, X, ); i.c.,

Y = Bo + Blil + 62X2 . (C1)

Proof of (C1): Follows directly from dividing OLS normal equation (N1) by
N.

A ~ N ~ N N
NB, + B1ZX11 + Bzzxzi = ZYi (N1)
i=1 i=1 i=1
N N N
NBO N ZXH R ZXZi ZYi
+ 3 = + i=l = i dividing (N1) by N
N B, N B, N N g (N1) by
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5.2 The sum of the estimated Y;'s (the \A(i 's) equals the sum of the observed Y;'s;

or the sample mean of the estimated Y;'s (the \A(i 's) equals the sample mean
of the observed Yj's.

N . N
N . N leYl Z;;Yl —
Y = or +“=—==5 or Y=Y C2
2Yi =2, NN (€2
Proof of (C2):

1. Substitute B, =Y —f,X, —p,X, in the expression for Y, :

Y, = Bo + B1X11 + B2X2i
= (? - Blil - Bziz )+ B1X11 + B2X21
:Y+B1(X1i _Xl)"'Bz(le _Xz
v .0 A - XiE(Xli_il)
+B,x,; +B,X,; since | —
Xy = (XZi - Xz)
2. Now sum the above equation over the sample:
N o ~ N ~ N
Y =NY B 2% +B, 2%
i=1 i=1 i=1
— N N
=NY because D X, =D X, =0

i=1

3. Thus, dividing both sides of the above equation by N, we obtain the result

N . N N
o ZYI z i ZYI

Mz
>
[l
Z
<
U
[l
<
Q

z
7 |t
z
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5.3 The sum of the OLS residuals U, (i =1, ..., N) equals zero, or the sample

mean of the OLS residuals U, equals zero.

N ~

2.0,
_ i
P N

M=
>

I

S
o

-
|

=0.

M=
R
=<
|
o>
(=}
|
hov))
e
|
hov))
(3]
o’
»
S~
Il
()
M=
=
Il
()

Il
—_

(C3)

(7.1)

5.4 The OLS residuals U, (i=1, ..., N) are uncorrelated with the sample values

of the regressors X and X, (i=1, ..., N): i.e.,

(C4)

(7.2)

(7.3)
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5.5 The OLS residuals U, (i =1, ..., N) are uncorrelated with the estimated
values of Yj, the \A(i values (i=1,...,N):ie.,

Y4, =0. (C5)

Mz

._.
Il
—_

Proof of (C5): Follows from properties (C3) and (C4) above.

1. The SA(i are given by the following expression for the OLS sample regression
function (the OLS-SRF):

Yi = Bo + BIXIi + ﬁzXZi .

2. Multiply the above equation by G, :

~

Yiﬁi = Boﬁi + BIXIiﬁi + Bzxziﬁ

i*

3. Summing both sides of the above equation over the sample gives the result

N

N N N n
ZYiui = Bozui + BlzXnui + Bszziui
i1 i1 i1 i1
=0
because
N A
>0,=0 by property (C3)
i=1
and
N N
ZXnAi = szlﬁl =0 by property (C4).

._.
]

—
1l

JUR
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