
Confidence	intervals	and	the	t-
distribution

 



Topic:	Unknown	standard	deviation	
and	the	t-distribution
p Learning targets:

p Understand that the t-distribution is only used because typically the 
population standard deviation is rarely ever known. Instead it needs to 
be estimated from the data. 

p Use the t-distribution to construct confidence intervals. 
p Conditions for using the t-distribution. 

p Observations are a SRS
p If sample size is small observations are close to normal. 



An	unknown:	the	standard	deviation
p So far we have assumed that the standard deviation is 

known, even though the mean is unknown.
p In some situations, this is realistic. For example, in the 

potassium level example (in Chapter 7), the data has been 
collected over years. And it was seen that the amount of 
variation of potassium samples for an individual is about 
the same for all individuals but the mean level depends 
on the individual 

p However, in most situations, the population standard 
deviation unknown. 



Estimating	the	standard	deviation
p Given the data: 68, 68.5, 68.9 and 69.4 the sample mean 

is 68.7, how to `estimate’ the standard deviation to 
construct a confidence interval?

p We do not know the standard deviation, but we can 
estimate it using the formula (you do not have to do it) 

p For our example it is 
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Estimating	the	standard	deviation
p Once we have estimated the standard deviation we replace the 

the unknown true standard deviation in the z-transform with the 
estimated standard deviation: 
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Using	the	z-transform	with	the	estimated	
standard	deviation

q We could conduct the analysis just as before. 
q However, we will show in the next few slides that this 

strategy leads to misleading confidence levels. 
q The real level of confidence will be less than the claimed

level.
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p To illustrate the problem of estimating the standard 
deviation and carrying on as usual we consider a specific 
example:
p We consider the population of heights which are 

normally distributed with mean 67 and standard 
deviation 3.8.

p This is a thought experiment. We will draw (sample) 
heights from this distribution, but we shall pretend we 
do not know the mean or standard deviation. 

p We will construct a 95% confidence interval for the 
mean height based on the sample mean. We estimate 
the standard deviation using the data. 



p We separately consider the two cases:
p The sample size is n = 3.
q The sample size is n = 50.

q The height data is normal. The only difference between 
what we are doing now and what we did previously is 
that we estimate the standard deviation from the data 
(previously the standard deviation was given).

q What we are doing here has nothing to do with the 
CLT. Do get confused with this.



Example	1:	Normal	data	– sample	size	3	using	
normal	dist.

Review: The original data is normal.

Three heights are drawn from this 
distribution. For one typical sample the 
sample mean is 69.9 and  sample 
standard deviation is 1.73. 

This sample standard deviation clearly 
underestimates the true standard 
deviation of 3.8.

This is the density of the sample mean. The 
means are aligned but the spread is less 
than the spread in the original data. 




69.9� 1.96⇥ 1.73p

3
, 69.6 + 1.96⇥ 1.73p

3

�
For the data given on the previous slide. If we ignore the that 
we estimate the standard deviation, the regular confidence 
interval is

1.73 is the estimated standard deviation. The true standard 
deviation is 3.4. It is clear that the above interval is narrower 
than it should be. 

In the 100 intervals 
on the left only 87 
contain the 
population mean. 
We do not have 
95% confidence in 
the interval.



p But the data is normal. Therefore the sample mean is 
normal.

p This means it cannot be an issue of the central limit 
theorem not holding.

p There is another problem. 
p This issue is that in addition to estimating the mean we 

are also estimating the standard deviation. We have not 
accounted for the uncertainty in the sample standard 
deviation.

p Using the normal distribution when we estimate the 
standard deviation gives the wrong results!



Make	a	guess
p What do you think happens when we 

increase the sample size. 
p Will be estimate of the population standard 

deviation be as bad?



Example	2:	Normal	data	– sample	size	50	using	normal
We now draw a sample of 
size 50 from a normal 
distribution. 


68.0� 1.96⇥ 4.07p
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, 68.0 + 1.96⇥ 4.07p
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For the example given on 
the right the 95% CI for 
where the mean lies is  



Looking at the number of times the 
population mean is contained 
within 97 of the confidence 
intervals.
This tells us that  the confidence 
interval is close to the stated 95% 
level of confidence.

Same normal distribution (no need 
to use CLT here), the only 
difference is the sample size. Why 
the difference???

4.07 is close to the true standard deviation 3.8. Thus the 
length of the interval has not been hugely effected when 
estimating the standard deviation from the data. 



p We observe that as we increase the sample size, the 
level of confidence seems to match the true level of 
confidence. 

p This has nothing to do with the CLT kicking in. 
p The data is coming from a normal distributions. The  

sample mean is normal. 
p The reason is that the sample standard deviation is 

becoming a better estimate of the true sample 
standard deviation. 

p This is a principle in statistics, the larger the sample size 
the better the estimator tends to be.



Take	home	message	from	the	thought	
experiment

p Simply replacing the true standard deviation with the 
estimated standard deviation seems to have severe 
consequences on the actual confidence we have in the 
interval.
p It is like saying “trust me I am sure the mean is in there”. 

When it is not.
p When the sample size is small there tends to be an 

underestimation in the standard error, resulting in the stated 
95% confidence interval having a lower level of confidence. 



Estimating	the	mean	with	two	observations
p An extreme example. We observe two male heights 68 and 70 inches. 
p The sample mean and sample standard deviation are 

sample mean = x̄ =
1

2
(68 + 70) = 69

sample standard deviation = s =

r
1

1
[(68� 69)2 + (70� 69)2] = 1.41

Because 69 is simply a estimate of the mean, we need to construct a 
confidence interval about 69, for where we believe the true, population 
mean lies. 



p 1.41 measures the average spread of 68 and 70, but it is a 
terrible estimate for the standard deviation of all heights. 

p The incorrect interval is 

p To correct for the bad standard deviation estimate. We widen 
the interval. The correct 95% confidence interval for locating 
the population mean is  
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Student’s	t distributions
p When σ is estimated from the sample standard 

deviation s, the 

sampling distribution for                  will depend on the 
sample size.

The sample distribution of 

is a t distribution with n − 1 degrees of freedom.

p The degrees of freedom (df) is a measure of how well s 
estimates σ.  The larger the degrees of freedom, the 
better σ is estimated.

q We use the t-tables to obtain these “critical” values. 
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The t distributions is wide (has thicker tailed) for smaller 
sample sizes, reflecting that s can be smaller than σ. 

The thick tails ensure that the 80%, 95%  confidence 
intervals are wider than those of a standard normal 
distribution (so are better for capturing the population 
mean).  

Distribution of the t-transform



Suppose we want to construct the 95% confidence interval for the mean.

The standard deviation is unknown, so as well as estimating the mean 

we also estimate the standard 

deviation from the sample. The 95% confidence interval is:  

Impact	on	confidence	intervals

The blue area is 
proportion and for the 
95% corresponds to 
2.5%
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Sample size n=3. 
The 95% CI for the mean is 

MoE = 
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Sample size n = 10.
The 95% CI for the mean is

MoE = 
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Examples:	using	the	tables

You observe that these confidence intervals are wider than the confidence 
intervals using a normal distribution. This is to compensate for the estimation 
of the standard deviation from the data. 

2.26⇥ sp
10

4.3⇥ sp
3



As the sample size grows the 
degrees of freedom grow. 
This means going down the table to 
obtain the confidence levels. 

For a very large sample size 
(n=1000), using either the t-
distribution or the normal distribution 
give almost the same result
This is because when 
The sample size is 1000, the 
estimate of the standard deviation is 
likely to be very close to the 
population standard deviation.  

This also explains what we have 
observed previously. When the 
sample size is 50, we do not need to 
compensate much for estimating the 
standard deviation. 

The confidence level is given at the bottom of the table.



Example	3:	Normal	data	– sample	size	3,	t-distribution	

We return to the previous example, where the 
sample size is three, the sample mean is 4.3 
and sample standard deviation 4.3. The correct 
95% confidence for the mean is  

By replacing the normal 
distribution with the t-
distribution we really do have 
95% confidence that the 
interval contains the mean.


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t-values
p t-values are like z-values (but are based on the t-distribution). We 

practice using them here.
p Unlike the normal tables. The values inside the t-table are the t-

values and not probabilities. 
p We focus in the t-distribution with 10df.

p 1.812 means the area to the right of 1.812 is 5%. 

p By symmetry of the t-distribution, the area to the left of -1.812 is 5%.



p The area between -1.812 to 1.812 is 90%.

p The area to the right of 2.228 is 2.5%.

p By symmetry of the t-distribution, the area to the left of -2.228 is 2.5%.

p The area between -2.228 and 2.228 is 95%



p The area below the distribution can also give 
probabilities.

p Again we focus on the t-distribution with 10df. 
p The t-value is 2, what is the area to the right of 2? 

p Since 2 is between 1.812 (area to right is 5%) and 
2.228 (area to the right is 2.5%). The area to the right 
of 2 is between  2.5-5%



p The t-value is 2, what is the area to the left of 2?

p Since 2 is between 1.812 (area to right is 5%) and 
2.228 (area to the right is 2.5%). The area to the left of 
2 is between  95-97.5%



p The t-value is -2, what is the area to the left of -2? 
p The area to the left of -2 is the same as the right of 2.

p Using the previous slide, the area to the left of -2 is 
between 2.5-5%



Question	Time
p The t-value for a t-distribution with 12 degrees of freedom is 1.25. 

What is the area to the right of 1.25?
p (A) less than 10%
p (B) between 10-15%
p (C) between 85-90%

p The t-value for a t-distribution with 12 degrees of freedom is -0.8. 
What is the area to the left of -0.8?
p (A) The number is not on the table
p (B) Less than 20%
p (C) between 20-25%
p (D) between 75-80%



Question	Time
p We return to the example of prices of apartments in 

Dallas. 10 apartments are randomly sampled. The 
sample mean and the sample standard deviation 
based on this sample is 980 dollars and 250 dollars 
(both are estimators based on a sample of size ten). 
Construct a 95% confidence interval for the mean.
p (A) The 95% confidence interval for the mean price is 

[980 � 2.262�79]=[801,1159]. 
p (B) The 95% confidence interval for the mean price is 

[980 � 2.262�250].
p (C) The 95% confidence interval for the mean price is 

[980 � 2.228�79]. 



The	t-distribution	does	not	correct	for	
non-normal	data
The t-distribution is used only 
to correct for estimating the 
standard deviation from the 
data.
It cannot correct for lack of 
normality of the sample mean. 



Example:  We draw a sample of size three from the skewed 
distribution on the previous page . For each sample the 95% 
CI for the mean is evaluated using the t-distribution (each 
confidence interval is plotted below ). Observe that only 88 
contain the mean (less confidence than we have stated). The 
t-distribution cannot correct for the lack of normality of 
the sample mean.  



Complete	the	blanks
p We use the t-distribution instead of the normal 

distribution when _____________________. 
p Using a t-distribution instead of a normal 

distribution leads to a ___________ confidence 
interval.

p The t-distribution ____________ correct for the 
lack of normality of the original data. 

p As the sample size grows the estimated standard 
deviation ______________________ the 
population standard deviation. 



Question	Time
p The flight delay times of planes leaving an airport in  California are 

monitored (on time flights or early departures are not included, 
hence no negative times). The delay in departures of 6 flights are 
noted. These delay  times are 5.5, 10.5, 13, 22.5, 45, 55 minutes. 
The sample mean of  this data set is 25.25 and sample standard 
deviation is 20.2 minutes. Construct a 99% confidence  interval for 
the mean delay time (use a t-distribution with 5df).



Question	Time
p Based on the plots below, comment on the reliability of the confidence 

interval constructed in the previous question. 



Statcrunch:	Confidence	intervals
p Load data into Statcrunch.
p T Stats -> One Sample -> With Data
p Highlight column. 
p Check the Confidence interval box and state level (the 

default is 0.95 = 95%)



Example	1:	Amazon	product	scores

What the data looks like

Histogram of data, which is 
also given by Amazon.

Jon tends to only buy 
products which get over 4 
stars. Can Jon be sure that 
this tracker would get an 
mean rating of over 4 stars if 
all customers bought it?



p Become familiar with reading Statcrunch output (it will be 
tested).

p Understanding the Summary Statistics

p The sample mean is 4.2
p The sample standard deviation is 1.37.
p The standard error is 1.37/√174 = 0.104



p The Statcrunch output for the confidence interval is :

p The 95% confidence interval for where the true mean score 
rating of the tracker is = [4.25 � 1.973�0.103] = [4.04,4.57]

p The entire interval is above 4, suggesting that if all Amazon 
customers bought the tracker, the mean is likely to have  
more than 4 stars. 

p But we still need to check normality of the sample mean. 
p To do this: Use the Statcrunch Sampling App. 



p The data is not normal, so we need to check if we have 95% 
confidence in this interval. The observed sample mean of 4.2 
is a number from the green histogram

p Observation: the QQplot of the green histogram, it is close 
to normal.

p Conclusion: we really do have pretty much close to 95% 
confidence in the interval. 





Amazon	example	2
p 4.8 is the sample 

mean based on 
58 reviews.

4.8 is the sample mean it is one 
number from from the green 
histogram on the right.
In the statistical  analysis we assume
this histogram is normal. But
it appears a little left skewed.



p The 95% confidence interval for the mean is [4.70,4.99]

p Warning: The QQplot of the sample mean (the green 
histogram on the previous page) is not normal. 



p The output gave the 95% confidence interval for the 
mean to be [4.70,4.99]

p However, we observe using the Statcrunch app that we 
only have about 89% confidence in the interval.

p We are less than 95% confident that the mean  is 
contained in [4.70,4.99]. 



p Conclusion We are less than 95% confident that the 
mean  is contained in [4.70,4.99]. 

p Reality check: What do we want to learn from this 
interval. 

p The entire interval lies far above 4.0, that a population 
mean of 4.0 or less seems implausible. 

p Help: Draw number line with 4.0, 4.8 and the standard 
error of 0.07 to see this.



Example:	Red	Wine	1
It has been suggested that drinking red wine in moderation may protect 
against heart attacks. This is because red wind contains polyphenols which 
act on blood cholesterol. To see if moderate red wine consumption
increases the average blood level of polyphenols, a group of nine randomly 
selected healthy men were assigned to drink half a bottle of red wine daily 
for two weeks. The percent change in their blood polyphenol levels are
presented here:

0.7, 3.5, 4.0, 4.9, 5.5, 7.0, 7.4, 8.1, 8.4

Sample average      = 5.50
Sample standard deviation s = 2.517

Degrees of freedom df = n − 1 = 8





q What is the 95% confidence interval for the mean percent change?

p First, we determine what t* is.  The degrees of freedom are df = 

n − 1 = 8 and C = 95%.  

p The margin of error m is: m = t* � s/√n = 2.306 � 2.517/√9 ≈ 1.93.  The 95% 
confidence interval is 5.50 � 1.93, or 3.57 to 7.43.

p We can say “With 95% confidence, the mean of percent increase is 
between 3.57% and 7.43%.” The corresponding Statcrinch output is 
below:

(…)





Example:	Red	wine	2	
Let us return to the same study, but this time we increase the 
sample size to 15 male volunteers. The data is
0.7, 3.5, 4,4. 9, 5.5, 7, 7.4, 8.1, 8.4, 3.2,  0.8, 4.3, -0.2,- 0.6, 7.5
The sample mean in this case is 4.3 and the sample standard 
deviation is 3.06. The df = 14.
Since the sample size has increased, it is likely that the sample 
standard deviation is closer to the the true standard deviation.  
Fact: As the sample size grows both the sample mean and the 
sample standard deviation tend to get closer to the population 
standard deviation.



q This is why the critical value for the t- distribution 
changes from 2.306 when the df is 8 (sample size is 
n=9)……..

q …..to 2.145 when the df = 14 (sample size is n=15). 

q With 95% confidence we believe the true mean change in 
polyphenol level lies in the interval

2

44.3± 2.145| {z }
t-tables 14 df, 2.5%

⇥3.06p
15

3

5 = [2.6, 6]



Reminder:	Confidence	intervals
p Learn to construct confidence intervals in Statcrunch
p Stat -> T Stats -> One Sample -> With Data
p You will get the following drop down menu.

The box on the right is 
the output (it is 
superimposed on the 
window used to 
generate the output). 
Observe that L.Limit –
U. limit gives the 
confidence interval
[2.6,6] calculated on the 
previous slide. 
DF = 14, matches with 
the degrees of freedom. 



Question	Time
p To understand whether a 95% confidence interval constructed from the data 

(using the  t-distribution) is really a 95% confidence interval, 1000  confidence 
intervals were constructed. The results are summarized in the applet below. 
Based on the applet, which statement(s) are correct?



Accompanying	problems	associated	
with	this	Chapter
p HW 8
p HW 9
p HW 10


