
Discontinuous Galerkin Methods for Wave Equations:
the MLP Estimator for the TVB Constant in Limiters

and Local DG Methods for a Carpet Cloak Model

by

Xinyue Yu

B.Sc., UCLA, Los Angeles, United States, 2017

A dissertation submitted in partial fulfillment of the

requirements for the degree of Doctor of Philosophy

in the Division of Applied Mathematics at Brown University

PROVIDENCE, RHODE ISLAND

May 2022



© Copyright 2022 by Xinyue Yu



This dissertation by Xinyue Yu is accepted in its present form

by the Division of Applied Mathematics as satisfying the

dissertation requirement for the degree of Doctor of Philosophy.

Date

Chi-Wang Shu, Ph.D., Advisor

Recommended to the Graduate Council

Date

Mark Ainsworth, Ph.D., Reader

Date

Johnny Guzmán, Ph.D., Reader

Approved by the Graduate Council

Date

Andrew G. Campbell, Dean of the Graduate School

iii



Vita

Education

• Brown University, Providence, RI, USA

– Ph.D. candidate in Applied Mathematics Estimated 2022
Advisor: Chi-Wang Shu

– M.Sc. in Applied Mathematics 2018

• UCLA, Los Angeles, CA, USA

– B.Sc. in Applied Mathematics 2017

Publications

1. X. Yu and C.-W. Shu, Multi-layer perceptron estimator for the
total variation bounded constant in limiters for discontinuous
Galerkin methods, La Matematica: Official Journal of the As-
sociation for Women in Mathematics, v1 (2022), pp.53-84. DOI:
10.1007/s44007-021-00004-9.

2. X. Yu, J. Li and C.-W. Shu, Local discontinuous Galerkin meth-
ods for a time-domain carpet cloak model, Annals of Mathe-
matical Sciences and Applications, v7 (2022), pp.97-137. DOI:
10.4310/AMSA.2022.v7.n1.a4.

iv



Teaching Experience

• Teaching Assistant

– Statistical Inference II, Brown University Spring 2019

– Applied Ordinary Differential Equations, Brown University
Fall 2018

v



Acknowledgments

First, it is a genuine pleasure to express my deepest sense of thanks and grat-

itude to my thesis advisor, Professor Chi-Wang Shu. Professor Shu gives me the

opportunity to start my research, and offers me invaluable guidance during my

graduate studies. The knowledge he taught me widens and deepens my un-

derstanding of the field, and his rigorous attitude towards the research greatly

influences me and helps me build up my own methodology and criterion in re-

search. Moreover, his optimism always inspires and encourages me to face the

obstacles in the life. I cannot imagine a better advisor in my life.

I’m glad to have a chance to work with Professor Jichun Li. I have learnt a

lot from Professor Li about the electromagnetics in metamaterials, and I’d like to

thank him for his professional suggestions and guidance during our collaboration.

I’m honored to have Professor Mark Ainsworth and Professor Johnny Guzmán

in my committee. Professor Ainsworth and Professor Guzmán taught me the

spectral methods and the finite element methods respectively, helping me build

a strong background in the field of numerical analysis. Many thanks to them for

spending time reading through my thesis, and providing invaluable feedback.

I would like to thank my teachers, fellow students, and friends, including

Professor Bjorn Sandstede, Professor Jerome Darbon, Professor Hongjie Dong,

Sun Zheng, Tianheng Chen, Kunrui Wang, Xuefei Cao, Zongyuan Li, Yinting Liao
vi



and many others, for their support and help during my Ph.D period. Especially, I

want to thank my best friends Yixiang Deng, Yue Li and Tingwei Meng, for their

company and encouragement during my hard time.

Last but not the least, I would like to thank my parents for their love and

support in my life. My father is my life mentor, and his integrity and dedication

towards work always inspire me, while my mom is always behind me, giving me

courage to fight against the troubles. It would not have been possible for me to

achieve this dissertation without the support from them!

vii



Abstract of “Discontinuous Galerkin Methods for Wave Equations: the MLP Esti-
mator for the TVB Constant in Limiters and Local DG Methods for a Carpet Cloak
Model”, by Xinyue Yu, Ph.D., Brown University, May 2022

This thesis contains two parts, including the development of a modified to-

tal variation bounded (TVB) limiter applied to the discontinuous Galerkin (DG)

methods, and the application of the local DG (LDG) method to solve the carpet

cloak model.

The DG method was initially proposed by Reed and Hill to solve the neutron

transport problem. Later, Cockburn and Shu introduced the Runge-Kutta DG

(RKDG) methods for solving the linear and nonlinear hyperbolic partial differ-

ential equations (PDEs), and the LDG methods for solving the time-dependent

convection-diffusion systems, which stimulated the rapid development and ap-

plication of the DG methods. The DG method is widely used in numerical solution

of partial differential equations because of its nice features, such as the flexible h-p

adaptivity, easy handling of the complicated geometry, easy handling of hanging

nodes and adaptivity, and high parallel efficiency.

Although the DG method has many good properties, for problems containing

strong shocks, the DG method often needs to be supplemented by a limiter to

control spurious oscillations and to ensure nonlinear stability. The TVB limiter

is a popular choice and can maintain the original high order accuracy of the DG

scheme in smooth regions and keep a sharp and non-oscillatory discontinuity

transition, when a certain TVB constant M is chosen adequately. For scalar conser-

vation laws, suitable choice of this constant M can be based on solid mathematical

analysis. However, for nonlinear hyperbolic systems, there is no rigorous math-

ematical guiding principle for the determination of this constant, and numerical

experiments often use ad hoc choices based on experience and through trial and



error. Our first topic is to develop a TVB constant artificial neural network (ANN)

based estimator by constructing a multi-layer perceptron (MLP) model. We gen-

erate the training data set by constructing piecewise smooth functions containing

local maxima, local minima, and discontinuities. By using the supervised learning

strategy, the MLP model is trained offline. The proposed method gives the TVB

constant M with robust performance to capture sharp and non-oscillatory shock

transitions while maintaining the original high order accuracy in smooth regions.

Numerical results using this new estimator in the TVB limiter for DG methods

in one and two dimensions are given, and its performance is compared with the

classical ad hoc choices of this TVB constant.

In the second part, we introduce the leap-frog LDG methods to solve the

carpet cloak model. We prove the stability of the semi-discrete scheme, the sub-

optimal error estimate for unstructured meshes, and the optimal error estimate for

tensor-product meshes. Then, the fully discrete scheme is stated and the stability

is proved. Finally, the numerical accuracy tests on rectangular and triangular

meshes are given respectively, and the results of numerical simulations of the

wave propagation in the carpet cloak model using the DG scheme are presented.
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Chapter One

Introduction
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The discontinuous Galerkin (DG) method was initially proposed by Reed and

Hill [71] to solve the neutron transport problem. Later, Cockburn and Shu intro-

duced the Runge-Kutta DG (RKDG) methods for solving the linear and nonlinear

hyperbolic partial differential equations (PDEs) [16, 17], and the local DG (LDG)

methods for solving the time-dependent convection-diffusion systems [18], which

stimulated the rapid development and application of the DG methods [19, 85].

The DG method shares the advantages of the continuous finite element methods,

including flexible h-p adaptivity and easy handling of the complicated geometry.

Additionally, it has unique nice features, such as it has the local mass matrix be-

cause of the discontinuous basis, it allows easy handling of hanging nodes and

adaptivity, and it has high parallel efficiency.

In this dissertation, we present two topics concerning the development of the

limiters applied on the DG methods, and the application of the LDG methods on

the carpet cloak model.

As is well known, the solution of nonlinear conservation laws often generates

discontinuities, even with smooth initial and boundary conditions. Although the

DG method can be proved to be L2 and entropy stable for nonlinear hyperbolic

scalar equations and systems [36, 35, 8, 9], this does not prevent the numerical solu-

tion from generating spurious oscillations near discontinuities. These oscillations

are unpleasant in visualization, and, more seriously, they may lead to nonlinear

instability for hyperbolic systems since hyperbolicity may be lost when such os-

cillations bring the numerical solution outside of the physical constraints (e.g. the

appearance of negative density or pressure for compressible gas dynamics). To

control these oscillations, nonlinear limiters are often used. They might be applied

in specific cells using shock detectors (also called troubled cell indicators), such

as the KXRCF shock detector developed by Krivodonova et al. [41], the troubled
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cell indicator of Fu and Shu [24], and the artificial neural network (ANN) based

troubled cell indicator [69]. They may also be applied everywhere, with a careful

design attempting to retain the original high order accuracy in smooth regions.

Examples include the minmod-based total variation diminishing (TVD) limiters

[31, 62], the minmod-based total variation bounded (TVB) limiter [75], the moment

limiter [3], the monotonicity-preserving limiter [79], and the weighted essentially

non-oscillatory (WENO) limiter [66]. A summary and comparison of limiters can

be found in [89].

One drawback of many of the limiters, including the popular minmod-based

TVD limiters [31, 62], is that they may degenerate to first order accuracy near

smooth extrema, even though they could retain the original high order accuracy in

smooth and monotone regions [63]. To overcome this difficulty, Shu [75] designed

a minmod-based TVB limiter, which can retain the original high order accuracy

in smooth regions, including regions near smooth extrema. The adaptation and

application of this TVB limiter to DG methods for solving scalar one-dimensional

hyperbolic conservation laws were carried out in [16], and this limiter was further

extended to DG methods solving one-dimensional systems and multidimensional

cases in [15, 14, 17]. Comparing with the minmod-based TVD limiters, this TVB

limiter significantly improves accuracy in smooth regions near solution extrema.

However, it involves a TVB parameter M, which must be determined in a problem-

dependent fashion. In the two extremes, M = 0 returns to the TVD limiter, and

M = +∞ returns to the original scheme without any limiter. If M is chosen too

small, accuracy near smooth extrema might be affected; while if M is chosen

too large, noticeable spurious oscillations may reappear near discontinuities. For

scalar nonlinear conservation laws, there exists rigorous mathematical guidance

on the choice of M to guarantee that accuracy is maintained in smooth regions
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[75, 16]. However, for nonlinear systems, no such mathematical guidance exists,

and hence in practice, M is usually chosen in an ad hoc fashion based on experience

and through trial and error. With proper choices of the TVB constant M, DG

schemes with the TVB limiter can give excellent resolution in the computational

fluid dynamics simulations. Besides the examples for compressible gas dynamics

in [15, 17], we could also mention the application in [45], combined with a wet-dry

moving boundary treatment, for solving shallow water equations. Also for solving

shallow water equations, it works well on unstructured triangular meshes [84].

The TVB limiter is used to indicate the troubled cells in the application of special

relativistic hydrodynamics [88]. Effort has also been made to provide guidance

for an automated choice of the TVB constant M. A unified approach for the

determination of this constant in mixed type meshes was studied and applied by

Kontzialis et al. [40] and by Panourgias et al. [64], where M was chosen according

to the variation of the derivatives of the numerical solution. In [80], Vuik and

Ryan proposed an automatic parameter selection strategy for this TVB constant

M based on Tukey’s boxplot method of outlier-detection, and its application with

compact-WENO finite element method is shown in [25].

Our first topic is to introduce an artificial neural network (ANN) based estima-

tor for this TVB constant M by constructing a multi-layer perceptron (MLP) model.

ANNs have the ability to approximate mappings with high-level complexity and

nonlinearity, and thus they have undergone rapid developments and applications

in numerical computation in recent years. For example, the ANNs are studied

to solve ordinary and partial differential equations [42, 26, 73]. The multi-layer

perceptron (MLP) is one of the most widely-used ANN models. It consists of an

input layer, an output layer, and functional hidden layers. In [69, 70], Ray and

Hesthaven constructed a troubled-cell indicator based on the MLP model, and
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Wen et al. [82] applied it in finite difference WENO methods. A well trained MLP

model is free of problem-dependent parameter and hence suitable to be used as a

unified approach for determining the TVB constant M in the TVB limiter applied

to DG methods solving general conservation laws. In Chapter 2, we will briefly

introduce the DG methods and the TVB limiter, and in Chapter 3 we propose the

design of our MLP based estimator for the TVB constant. Addtionally, the good

performance of the MLP-based TVB limiter in comparison with the ad hoc choice

of the TVB constant M will be provided in Chapter 3.

The second topic is about applying the LDG methods to numerically solve the

carpet cloak model. Since Leonhardt [46] and Pendry et al. [65] firstly demon-

strated the idea of invisibility cloak design with metamaterials in 2006, much study

has been done in both theoretical and numerical analysis. There are plenty of excel-

lent works on the mathematical analysis of the cloaking phenomenon [1, 39, 27, 28],

and on the numerical simulations of the cloaking models with the finite different

(FD) methods [30, 34, 56], the finite element (FE) methods [5, 45, 50, 60], and the

spectral methods [86, 87]. For more details, readers can consult the review papers

[2, 7, 33], and the monographs [21, 32, 49, 59] as references. In 2014, Li et al. [50]

proposed the mathematical analysis for the time-domain carpet cloak model.

Attracted by the good properties of the DG methods, mathematicians have also

developed the DG methods to solve the Maxwell equations in the metamaterials.

There are published works on the DG methods to solve the Drude models [47, 48,

53, 55, 74], the Maxwell equations in nonlinear optical media [4], and the wave

propagation in media with dielectrics and metamaterials [11]. In [52], the DG

method was first carried out to solve the carpet cloak model, and it gave a good

performance in numerical simulations. However, the stability analysis and the

error estimate of the method were left to be done. As a follow-up work of [52],
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we prove the stability for the DG methods solving the carpet cloak model, and we

also give the proof of optimal convergence rates on rectangular meshes, and sub-

optimal convergence rates on triangular meshes. The introduction of the carpet

cloak model and the theoretical analysis for the semi-discrete LDG methods to

solve the carpet cloak model will be provided in the Chapter 4. In Chapter 5, we

will show the stability analysis and the numerical simulations of the fully discrete

LDG methods solving the carpet cloak model respectively.



Chapter Two

Introduction to the discontinuous

Galerkin (DG) methods and the total

variation bounded (TVB) limiters
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2.1 The DG methods

We consider the following conservation law:

 ut + ∇ · F(u) = 0, on Ω ⊂ Rd, d = 1, 2,

u(·, 0) = u0(·),
(2.1)

where F is a linear or nonlinear flux function and Ω is a bounded domain in Rd.

In the one dimensional case, the conservation law is

 ut + f (u)x = 0, on Ω ⊂ R,

u(x, 0) = u0(x),
(2.2)

where Ω = [a, b]. We discretize the domain by the partition a = x1/2 < x3/2 < · · · <

xN+1/2 = b. The cell Ii is denoted as Ii = {x : xi−1/2 < x < xi+1/2}, for 1 ≤ i ≤ N, and

the mesh sizes are hi = xi+1/2−xi−1/2. We define a piecewise continuous polynomial

space

Vk
h = {p ∈ L2(Ω) : p|Ii ∈ Pk(Ii)},

where Pk(Ii) is the space of polynomials of degree ≤ k in Ii. Then the one-

dimensional DG method is stated as follows: Find uh(·, t) ∈ Vk
h, such that for

all vh ∈ Vk
h, uh satisfies:

d
dt

∫
Ii

uh(x, t)vh(x, t) dx−
∫

Ii

f (uh(x, t))(vh(x, t))x dx+ f̂i+ 1
2

vh(x−
i+ 1

2
, t)− f̂i− 1

2
vh(x+

i− 1
2
, t) = 0,

(2.3)

where f̂i+ 1
2
= f̂ (uh(x−

i+ 1
2
, t),uh(x+

i+ 1
2
, t)) is a monotone numerical flux in the scalar case

and an exact or approximate Riemann-solver based numerical flux in the system

case, see [16, 15].
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To implement the DG method, one can use a local basis over Ii: vi = (v0
i , . . . , v

k
i )

T,

and the numerical solution is expressed as

uh(x, t) =
k∑
ℓ=0

uℓi (t)v
ℓ
i (x), for x ∈ Ii. (2.4)

The time dependent coefficients ui(t) = (u0
i (t), . . . ,uk

i (t))
T are the computational

variables to be evolved in time. If we take the test functions as vh = vl
i, l = 0, . . . , k,

the scheme can be written as

k∑
ℓ=0

duℓi
dt

∫
Ii

vl
iv
ℓ
i dx =

∫
Ii

f

 k∑
ℓ=0

uℓi v
ℓ
i

 (vl
i)x dx − f̂i+ 1

2
vl

i(xi+ 1
2
) + f̂i− 1

2
vl

i(xi− 1
2
), l = 0, . . . , k.

(2.5)

The integrals in (2.5) can be computed either exactly or via suitable quadratures.

The coefficients ui can be obtained by using a proper time discretization to solve the

ordinary differential equation (ODE) (2.5). In this and the next Chapters, we will

use the third order Runge-Kutta scheme (RK3) [76] in the computation. Denote

U(t) = (u1(t), . . . ,uN(t))T, the equation (2.5) can be written as

d
dt

U(t) = L(U(t)),

where L is the spatial discretization operator. With Un = U(tn), where tn is n-th

time step, the third order Runge-Kutta scheme is stated as follows:

U(1) = Un + ∆tL(Un),

U(2) = 3
4Un + 1

4 (U(1) + ∆tL(U(1))),

Un+1 = 2
3Un + 1

3 (U(2) + ∆tL(U(2))).

(2.6)
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In the two dimensional case, the conservation law becomes

ut + f (u)x + g(u)y = 0, on Ω ⊂ R2. (2.7)

We consider the simple box geometry, and let Ω = [ax, bx] × [ay, by]. Likewise,

for simplicity of presentation, we use a rectangular mesh to cover the domain,

consisting of the cells Ii j = [xi− 1
2
, xi+ 1

2
] × [y j− 1

2
, y j+ 1

2
] for 1 ≤ i ≤ Nx and 1 ≤ j ≤ Ny.

Similar to the 1D case, we define

Vk
h = {p ∈ L2(Ω) : p|Ii j ∈ Pk(Ii j)},

where Pk(Ii j) is the set of polynomials of degree ≤ k over the cell Ii j. Recall the

notation in (2.1) that F(u) = ( f (u), g(u)). The 2D DG method is stated as follows:

Find uh(·, t) ∈ Vk
h, such that for all vh ∈ Vk

h, uh satisfies:

d
dt

∫
Ii j

uh(x, y, t)vh(x, y)dxdy −
∫

Ii j

F(uh(x, y, t)) · ∇vh(x, y)dxdy

+

∫ x
i+ 1

2

x
i− 1

2

ĝi, j+ 1
2

vh(x, y−
j+ 1

2
)dx −

∫ x
i+ 1

2

x
i− 1

2

ĝi, j− 1
2

vh(x, y+
j− 1

2
)dx

+

∫ y
j+ 1

2

y
j− 1

2

f̂i+ 1
2 , j

vh(x−
i+ 1

2
, y)dy −

∫ y
j+ 1

2

y
j− 1

2

f̂i− 1
2 , j

vh(x+
i− 1

2
, y)dy = 0,

(2.8)

where f̂i+ 1
2 , j
= f̂ (uh(x−

i+ 1
2
, y, t),uh(x+

i+ 1
2
, y, t)) is a one-dimensional numerical flux as

defined before, likewise for ĝi, j+ 1
2
. Consider a proper local basis over Ii j: vi j =

(v0
i j, . . . , v

K
ij) where K = (k + 1)(k + 2)/2, then the numerical solution is expressed as

uh(x, y, t) =
K∑
ℓ=0

uℓi j(t)v
ℓ
i j(x, y), for (x, y) ∈ Ii j. (2.9)

Define the coefficients as ui j = (u0
i j, . . . ,u

K
ij), and take the test functions as vh =
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vl
i, l = 0, . . . ,K, then the scheme can be written as

k∑
ℓ=0

duℓi j

dt

∫
Ii j

vl
i jv

ℓ
i jdx =

∫
Ii j

F(
K∑
ℓ=0

uℓi j(t)v
ℓ
i j(x, y)) · ∇vl

i jdxdy

−

∫ x
i+ 1

2

x
i− 1

2

ĝi, j+ 1
2
vl

i j(x, y
−

j+ 1
2
)dx +

∫ x
i+ 1

2

x
i− 1

2

ĝi, j− 1
2
vl

i j(x, y
+

j− 1
2
)dx

−

∫ y
j+ 1

2

y
j− 1

2

f̂i+ 1
2 , j

vl
i j(x
−

i+ 1
2
, y)dy +

∫ y
j+ 1

2

y
j− 1

2

f̂i− 1
2 , j

vl
i j(x
+

i− 1
2
, y)dy.

(2.10)

Again, the coefficients ui j(t) can be obtained by solving the ODE (2.10) by the third

order Runge-Kutta time discretization (2.6).

2.2 The minmod-based TVB limiter

As mentioned in the introduction, the DG scheme provides high order accurate

simulation of smooth solutions, and maintains L2 and entropy stability for discon-

tinuous solutions. However, this does not prevent the DG solution from showing

spurious Gibbs oscillations near discontinuities, which may lead to nonlinear in-

stability for solving nonlinear hyperbolic systems. Various nonlinear limiters are

designed in the literature to control those spurious oscillations, while attempting

to retain the original high order accuracy in smooth regions. In this section we

will introduce the minmod-based TVB limiter [75, 16].

In the one dimensional case, we denote the cell average of uh in each cell Ii as:

ūi =
1
hi

∫
Ii

uh(x)dx.

We further denote by ũi and ˜̃ui the differences between the point values of the
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numerical solution at the cell boundaries and the cell average, and by ∆+ūi and

∆−ūi the differences between the cell average of Ii and that of its neighboring cells:

ũi = uh(x−
i+ 1

2
) − ūi, ˜̃ui = ūi − uh(x+

i− 1
2
), ∆+ūi = ūi+1 − ūi, ∆

−ūi = ūi − ūi−1. (2.11)

A nonlinear limiter changes the polynomial solution uh in the cell Ii, while keeping

the cell average ūi unchanged to maintain conservation. The purpose of the

nonlinear limiter is to control spurious oscillations near discontinuities, while

attempting to retain the original high order accuracy in smooth regions. The

minmod-based TVD limiter [31, 62] modifies ũi and ˜̃ui by a limiter function:

ũmod
i = m(ũi,∆

+ūi,∆
−ūi), ˜̃umod

i = m( ˜̃ui,∆
+ūi,∆

−ūi). (2.12)

Once the modified values ũ(mod)
i and ˜̃u(mod)

i are obtained, we can obtain the modified

point values of the numerical solution at the cell boundaries:

u(mod)
h (x−

i+ 1
2
) = ūi + ũ(mod)

i , u(mod)
h (x+

i− 1
2
) = ūi − ˜̃u(mod)

i .

With the two modified point values u(mod)
h (x−

i+ 1
2
), u(mod)

h (x+
i− 1

2
) and the original cell

average ūi, we can recover a unique pk polynomial with k ≤ 2 as the limited

solution u(mod)
h . For k > 2, we still recover a quadratic polynomial if the limiter

is enacted (that is, if the limiter function m in (2.12) returns other than the first

argument), since accuracy is not expected to be maintained in this case.

We now turn to the specific choices of the limiter function m in (2.12).

For the minmod-based TVD limiter [31, 62], m is defined as the minmod func-
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tion

m(a1, a2, a3) =

 s min(|a1|, |a2|, |a3|), if s = sign(a1) = sign(a2) = sign(a3),

0, otherwise.
(2.13)

In words, the minmod function m returns the smallest argument (in magnitude),

if all arguments have the same sign; otherwise it returns zero.

It can be proved [16] that, when the minmod limiter (2.13) is used and if

the time discretization is via a TVD Runge-Kutta method such as (2.6), then the

limited DG solution is total variation diminishing in the means (TVDM). This is a

rather strong nonlinear stability property and prevents completely any spurious

oscillations in the means near discontinuities. However, the drawback is that, as

any TVD schemes, the method will suffer from accuracy degeneracy to first order

near smooth extrema [63], hence the global accuracy in L1 is at most second order

for generic smooth solutions with finitely many smooth extrema.

For the minmod-based TVB limiter [75], m is defined as

mtvb(a1, a2, a3, h,M) =

 a1, if |a1| ≤Mh2,

m(a1, a2, a3), otherwise,
(2.14)

where h is a local mesh size, M ≥ 0 is a TVB constant, and m is the minmod function

defined in (2.13). It can be shown [16] that, when the TVB limiter (2.14) is used

and if the time discretization is via a TVD Runge-Kutta method such as (2.6), then

the limited DG solution is total variation bounded in the means (TVBM). This is

again a rather strong nonlinear stability property.

It is expected that the performance of the TVB limiter depends strongly on

the choice of the TVB constant M. If M is chosen too large, noticeable spurious
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oscillations may reappear near discontinuities. After all, for M = +∞, the limiter

mtvb in (2.14) will always return the first argument, namely we will obtain the

unlimited solution. On the other hand, if M is chosen too small, the scheme

may lose the original high-order accuracy near smooth extrema, just like the TVD

minmod limiter. After all, for M = 0, we recover the TVD minmod limiter defined

in (2.13). On the approximation level, given a smooth function u, the following

result is proved in [16].

Lemma 2.2.1. If u is a smooth function, and M2 = maxx |uxx|. Then, if M is taken as

M ≥
2
3

M2, (2.15)

the limiter (2.14) will not affect accuracy. That is, it will always return the first

argument.

In fact, M2 can be taken as a upper bound for the magnitude of the second

derivative near the smooth extrema, rather than over the whole range of x.

The approximation result in the lemma above is also valid for linear or nonlin-

ear scalar conservation laws. For one dimensional scalar conservation laws (2.2),

we have the following lemma.

Lemma 2.2.2. If u is the solution of the one dimensional scalar conservation law

(2.2), the initial condition u0(x) is smooth near x = x0, and u′0(x0) = 0, then along

the forward characteristic line

x(t) = x0 + f ′(u0(x0))t,

we have

u(x, t) = u(x0), ux(x, t) = 0, uxx(x, t) = u′′0 (x0).
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That is, along a smooth local extremum, the second derivative uxx is invariant

(constant in time).

Lemma 2.2.2 can be easily proved by solving the ODEs involving the evolution

of u, ux and uxx along the forward characteristic line. Based on Lemmas 2.2.1 and

2.2.2, we conclude that the choice of M by (2.15), where M2 = maxx |u′′0 (x)|, ensures

that the limiter (2.14) will not affect accuracy. That is, it will always return the first

argument. Thus, the choice of M to ensure high order accuracy in smooth regions

for scalar conservation laws can be given with solid mathematical justification. In

practice, because of the numerical errors near smooth extrema, we often take a

slightly larger value of M than that given by (2.15), e.g. by M = cM2 with c > 2
3 .

However, for nonlinear hyperbolic systems, there is no such mathematical

guidance for the choice of the TVB constant M. This is because the value of uxx

at a smooth extremum is no longer invariant in time, hence cannot be determined

based solely on the initial condition. The choice of M in such cases is then often

given in an ad hoc fashion, based on experience and through trial and error. In the

next Chapter, we would like to develop a constant estimator for M, based on an

artificial neural network (ANN) based model, so that the TVB constant M can be

chosen automatically .



Chapter Three

The multi-layer perceptron (MLP)

limiter
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3.1 The construction of the multi-layer perceptron

(MLP) limiter

Our work on the construction of an ANN-based constant estimator is enlight-

ened by the MLP troubled cell indicator developed by Hesthaven and Ray [69],

which detects the location of discontinuities according to the function values at the

cell boundaries and the local cell averages. Inspired by [69], we aim at construct-

ing a constant estimator using the ANN model, which is able to (1) distinguish

the cells near local extrema, discontinuities and in smooth monotone regions by

the point values at the cell interface and the cell averages; (2) directly return the

TVB limiter constant M accordingly, that maintains high order accuracy in smooth

regions and non-oscillatory transaction at discontinuities. The multi-layer per-

ceptron (MLP) model is one of the most commonly used artificial neural network

model. The idea of developing a hypothetical nervous system (called as a per-

ceptron) and imitating learning curves from neurological variables is introduced

by Rosenblatt in 1958 [72]. In [61], Novikoff proved the perceptron convergence

theorem, i.e., if the training data set is linearly seperable, the convergence of the

perceptron is guaranteed. The capability of approximating continuous functions

of MLP is studied in [20, 29]. The MLP model is well-known for its ability to

estimate the relationship with high degree of complexity and nonlinearity. The

other advantage of the model is that, the main computational cost of the model

comes from the offline training procedure, and the online computational proce-

dure involves simple matrix multiplications with negligible extra cost over the

original DG scheme. As shown in Figure 3.1, the MLP model consists of an input

layer, an output layer, and several hidden layers, including a normalization layer

and fully connected layers.
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Figure 3.1: An MLP model with an input layer, a normalization layer, hidden
layers, and an output layer.

This model can be viewed as an approximation map from the input layer to

the output layer,

F : RN1 7→ RNo , y = f (x|(w, b)), (3.1)

where the weights w, the bias b and the activation function contained in the

hidden layer determine the value of the predicted outputs. The cost function

is then applied to measure the error between the network predicted output and

the true output value given in the training data set. During the training process,

proper training strategy, like the supervised learning [38] we used, is utilized to

minimize the error by adjusting the weight and the bias. A well-trained model is

capable of precisely predicting the outputs according to the input data, even when

the input is not included in the training set.
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3.1.1 Construction of the training data

Now we will introduce the design of the MLP-based estimator. In our case,

the input data are function values in and near the cell Ii, i.e

v = (ūi−1, ūi, ūi+1,uh(x−i+1/2),uh(x+i−1/2))T
∈ R5.

The output would be the corresponding TVB limiter constant Mi for the cell Ii.

The input and output training data sets are denoted asVx andVy respectively,

which are generated via the following two ways. Firstly, due to the fact that

the DG solutions are piecewise polynomial functions approximating the real PDE

solution, the type I data are function values from the L2 projection of designed

functions into suitable piecewise polynomial spaces. Secondly, inspired by the

work of Sun et al. [78], we consider the effect of the numerical method on the

solution’s structure, such as the Gibbs oscillations near discontinuities or the

smearing caused by the numerical dissipation. To enable the model to learn the

feature of the numerical solutions, the data from numerical solutions of the DG

method solving the advection equation ut + aux = 0 with discontinuous initial

conditions are added. The detailed procedure is listed below.

Type I. Data from piecewise polynomial functions.

(a) In the interval [a, b], choose piecewise smooth functions u(x) containing one

or more features listed below:

• Containing smooth monotone regions;
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• Containing discontinuity points;

• Containing local smooth maxima and/or local smooth minima.

(b) Pick a point x and a mesh size h randomly, such that a < x− 3
2h < x+ 3

2h < b, and

construct a three-cell stencil containing Ii−1 = (x− 3
2h, x− 1

2h), Ii = (x− 1
2h, x+ 1

2h),

and Ii+1 = (x + 1
2h, x + 3

2h).

(c) Use the standard L2 projection to project u(x) onto the piecewise polynomial

space with different degrees of freedom within each cell, and denote the

obtained polynomials in each cell of the three-cell stencil as ui−1(x), ui(x), and

ui+1(x).

(d) Collect the input data, i.e, v = (ūi−1, ūi, ūi+1,ui(x + 1
2h),ui(x − 1

2h))T.

(e) Determine corresponding output value y = M ∈ Vy by the following strat-

egy:

• If the interval I = (x− 3
2h, x+ 3

2h) contains a discontinuity point, the stan-

dard minmod limiter should be applied to control spurious oscillations,

i.e. y =M = 0;

• If the interval I contains a local maximum or a local minimum, we define

M = 2
3 c maxx∈I |u

′′(x)|. Here c is a constant greater than 1, to make M a

safer upper bound according to Lemmas 2.2.1 and 2.2.1 for maintaining

the original high order accuracy. In our numerical computation, we

have taken the value c = 5.

• If u(x) in the interval I is smooth and monotone, we choose M big

enough so that the minmod limiter is not enacted (i.e. it returns the first

argument). In our numerical computation, we have taken the value

M = 1000 in this case.
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Type II. Data from the numerical solution.

(a) We generate the piecewise smooth initial condition u0 by the following pro-

cedure:

• Select the number of discontinuities contained in the initial condition:

1 ≤ Nd ≤ 6;

• Randomly select Nd locations for the discontinuities in the domain

[−1, 1], and divide the domain into Nd + 1 subdomains;

• Within each subdomain, create random Fourier series a0+
∑N f

n=1(an cos(nx)+

bn sin(nx)) with different 1 ≤ N f ≤ 6, and i.i.d random variables a0, an,

and bn.

(b) Use different mesh sizes h = 1
30 ,

1
60 ,

1
90 ,

1
180 to generate uniform meshes with

Nx cells.

(c) With a random advection coefficient a ∈ [−1, 1], apply the Runge-Kutta DG

(RKDG) scheme with the degree of freedom k to compute the solution for Nt

time steps, where Nt = 1, 2, 3 and k = 1, 2, 3, 4. The time step size is chosen

as ∆t = C h
a , where the CFL constant is chosen as C < 1

2k+1 . The obtained

numerical solution in cell Ii is denoted as ui.

(d) Collect the data from the numerical solution, i.e,

v = (ūi−1, ūhi, ūi+1,ui(x−i+1/2),ui(x+i−1/2))T.

(e) The cell is considered to contain a discontinuity or a local smooth extremum

if the exact solution u(x, t) = u0(x − aNt∆t) has discontinuity or a local ex-

tremum within the cell or its left or right neighbour cell, and y = M ∈ Vy
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is determined using the same strategy of step 5 in Type I. In general there

could exist differences in the locations of discontinuities between the exact

and the numerical solutions. In our case, only a few time steps are computed,

therefore the difference can be neglected. It enables us to use the location of

discontinuities in the exact solution to determine M.

Based on the above guideline, the training data set is constructed, and the

details of this data set can be viewed in Table 3.1. For the Type I data, the mesh

size h and the degrees of freedom of the projected polynomial space k ∈ {1, 2, 3, 4}

are varied.

Table 3.1: Rows 2-6 are the functions used to generate the Type I data. The last
three columns are the numbers of cells containing discontinuities, local extrema,
and total cell numbers. The second last row is the number of different types of
cells in the data generated by the numerical solution of the DG scheme. The last
row is the total data number in the data set, which is obtained by adding the data
above within each column.

u(x) domain varied parameters discontinuities local extrema total

a|x| [-0.5,0.5] a ∈ [1, 10] 1000 0 1000
ulIx<a + urIx>a [-1,1] (ul,ur) ∈ [−4, 4]2 3200 0 3200

a ∈ [−0.56, 0.56]
sin(kπx) [0, k

4 ] k=1,. . . ,25 0 720 6480
sin(2πx) cos(3πx) sin(4πx) [0,1] 0 504 1400

sin4(πx) [0,1] 0 144 1400

Type II data 950 1695 8451
Total 5150 3063 21931

3.1.2 The MLP model

We now briefly introduce the MLP training model. The input is a 5-dimensional

vector v. Before feeding the data into the hidden layers, we firstly add a normal-
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ization layer to normalize the data as follows. Denote the l-th element of the input

vector v as vl, l = 1 . . . 5. The normalized function value would be ṽ, with the l-th

element ṽl given by

ṽl =
vl
− µ

σ
, (3.2)

where µ and σ are the mean and the standard deviation of the elements of all v in

Vx.

We apply five hidden layers containing 128, 64, 32, and 16 neurons respectively.

Within each hidden layer, the weights and bias are randomly initialized using a

normal distribution, and Leaky rectified linear unit (Leaky ReLU) is chosen as the

activation [58]. The output layer has one neuron, as the output is the value of

the limiter TVB constant M. The cost function is given by the mean squared error

(MSE) function. The data set is split into two subsets, with 80% data used for

training and the remaining 20% data for validation. The model is trained using

the Adam optimization [37] with the batch size Sb = 500, and with 2000 iterations.

Keras API is used for the model training (https://keras.io/).

3.1.3 Implementation of the estimator

After obtaining the well-trained model, it is simple to implement the estimator.

The algorithm in the one-dimensional scalar case is described as follows:

(a) Apply the DG method for the spatial discretization, and proceed one Euler

forward step in the third order Runge-Kutta time discretization.

(b) Generate vi = (ūi−1, ūi, ūi+1,uh(x−i+1/2),uh(x+i−1/2))T within each cell Ii.
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(c) Feed the data into the estimator, and obtain the corresponding Mi for each

cell.

(d) Apply Mi in the minmod-based TVB limiter, and obtain the limited solution.

(e) Repeat Steps 1-4 twice for the next two Runge-Kutta inner stages, and finish

the computation of the current time step.

There is no need to change the structure of the original DG code to implement

the estimator. Since vi in Step 2 is also needed in the minmod-based TVB limiter,

the only extra work is adding Step 3 to predict the value of M, and in practice it is

an one-line addition in the code.

In the two dimensional scalar case, we need to generate in the x direction and

in the y direction:

vx
ij = (ūi−1, j, ūi, j, ūi+1, j,uh(x−

i+ 1
2
, y j),uh(x+

i− 1
2
, y j))T,

vy
ij = (ūi, j−1, ūi, j, ūi, j+1,uh(xi.y−j+ 1

2
),uh(xi, y+j− 1

2
))T,

(3.3)

and we feed them into the estimator to obtain the predicted limiter TVB constants

Mx
ij and My

ij respectively, and apply them in the limiter. It is clear that there is a

low coding cost for the implementation of the estimator in the 2D case as well.

For hyperbolic systems, the estimator and the limiter could be applied com-

ponent by component, but they are more effective if they are applied in local

characteristic fields, which is the procedure that we adopt in our numerical tests.

We refer to [15, 17] for more details.
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3.2 Numerical tests

In this section, we will perform several standard numerical tests in one-

dimension and two-dimension. For the scalar case, we will solve the linear advec-

tion equation and the nonlinear Burgers equation, and in the case of systems, the

Euler equation of compressible gas dynamics will be approximated. Within each

subsection, accuracy tests will be given for the DG scheme with MLP limiter for

the degrees of freedom k = 1, 2, 3, when the exact solution is smooth. The results

will be compared against DG schemes without the limiter. In the case that exact

solutions are discontinuous, the performance of the MLP limiter will be presented

and compared to that of the TVB limiter with the TVB constant M chosen in an ad

hoc fashion through trial and error as given in the literature. In general, the MLP

limiter has outstanding performance when applied to the DG method of different

degrees of freedom. In all accuracy tests, periodic boundary condition is applied,

and the simulations runs until t = 0.3. The CFL conditions are set to be CFL = 0.3

for k = 1, CFL = 0.18 for k = 2, and CFL = 0.1 for k = 3, according to the linear

stability analysis [19].

3.2.1 Linear advection Equation

We firstly consider the one-dimensional linear advection equation with sine

wave initial condition:

 ut + ux = 0,

u(x, 0) = sin(x), x ∈ [0, 2π].
(3.1)
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Table 3.1 demonstrates the error and order of accuracy for the DG scheme

with and without the MLP limiter. The MLP limiter method obtains the desired

second, third and fourth order accuracy respectively, when applied to the DG

scheme with degrees of freedom k = 1, 2, 3. The error and order are very close to

that of the DG method without the limiter, indicating that the MLP limiter has the

correct estimate for the TVB constant M and can maintain the original high order

of accuracy.

Table 3.1: Accuracy test for 1D linear advection equation
k=1 DG MLP-limiter k=1 DG no limiter

# cells L1 error order L∞ error order L1 error order L∞ error order
16 4.83 E-03 3.10 E-03 4.39 E-03 2.27 E-03
32 1.29 E-03 1.90 6.51 E-03 2.25 1.22 E-03 1.84 6.25 E-03 1.86
64 3.15 E-04 2.03 1.60 E-03 2.02 3.41 E-04 1.95 1.60 E-03 1.96

128 7.86 E-05 2.00 4.01 E-04 2.00 7.86 E-05 2.00 4.01 E-04 2.00
256 1.96 E-05 2.00 1.00 E-04 2.00 1.96 E-05 2.00 1.09 E-04 2.00

k=2 DG MLP-limiter k=2 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order

16 1.67 E-04 7.68 E-04 1.78 E-04 7.69 E-04
32 2.18 E-05 2.94 1.35 E-04 2.50 2.28 E-05 2.96 1.46 E-04 2.39
64 2.47 E-06 3.13 1.55 E-05 3.11 2.46 E-06 3.21 1.51 E-05 3.27

128 3.12 E-07 2.98 1.97 E-06 2.94 3.12 E-07 2.98 1.97 E-06 2.94
256 3.90 E-08 2.97 2.46 E-07 3.00 3.89 E-08 2.97 2.46 E-07 3.00

k=3 DG MLP-limiter k=3 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order

16 4.02 E-06 2.07 E-05 4.02 E-06 2.07 E-05
32 2.67 E-07 3.91 1.69 E-06 3.62 2.67 E-07 3.91 1.69 E-06 3.62
64 1.34 E-08 4.31 1.09 E-07 3.95 1.34 E-08 4.31 1.09 E-07 3.95

128 8.75 E-10 3.94 6.51 E-09 4.07 8.75 E-10 3.94 6.51 E-09 4.07
256 5.67 E-11 3.95 4.09 E-10 3.99 5.67 E-11 3.95 4.09 E-10 3.99

To check the behavior of the limiter under discontinuous situation, we consider
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the multi-wave problem, with the initial condition given by

u0(x) =



10(x − 0.2), 0.2 < x < 0.3,

10(0.4 − x), 0.3 < x < 0.4,

1, 0.6 < x < 0.8,

100(x − 1)(1.2 − x), 1.0 < x < 1.2,

0, otherwise.

(3.2)

The domain is [0, 1.4], and periodic boundary condition is applied. The solution

is evaluated at t = 1.4 using N = 100 cells. In this case, we use the randomly

perturbed meshes, which is constructed based on a uniform mesh:

xi+ 1
2
→ xi+ 1

2
+ θhi+ 1

2
ωi+ 1

2
, ωi+ 1

2
∈ U([−0.5, 0.5]) i = 1, . . . ,N − 1,

where we choose θ = 0.15. For all simulations As shown in Figure 3.1, the per-

formance of the TVB limiter with different TVB constants M = 0, 10, 100, 1000 and

the MLP limiter are compared. The choices of M = 0, 10 smear significantly at the

two local maxima, and M = 100, 1000 fail to control oscillations near the disconti-

nuities. However, the MLP limiter can precisely catch the local extrema without

causing oscillation near the discontinuities. Figure 3.2 depicts the temporal history

of TVB constant M chosen by MLP model. The MLP model precisely captures the

discontinuous points and local extrema, and returns corresponded M.

In the two-dimensional linear case

 ut + ux + uy = 0,

u(x, y, 0) = sin(x + y), (x, y) ∈ [0, 2π] × [0, 2π],
(3.3)
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Figure 3.1: Solution for the multi-wave problem using the fourth order DG method,
at the final time t = 1.4. The right figure is zoomed near x = 0.7.
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Figure 3.2: Temporal history of constant M chosen by MLP model of the Multiwave
problem, k=2
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Table 3.2: Accuracy test for 2D linear advection equation
k=1 DG MLP-limiter k=1 DG no limiter

# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 1.03 E-02 9.54 E-02 1.03 E-02 9.54 E-02
32 × 32 2.60 E-03 1.98 2.52 E-03 1.91 2.60 E-03 1.98 2.52 E-03 1.91
64 × 64 6.52 E-04 2.00 6.40 E-03 1.98 6.52 E-04 2.00 6.40 E-03 1.98

128 × 128 1.62 E-04 2.00 1.60 E-03 2.00 1.62 E-04 2.00 1.60 E-03 2.00
256 × 256 4.06 E-05 2.00 4.01 E-04 2.00 4.06 E-05 2.00 4.01 E-04 2.00

k=2 DG MLP-limiter k=2 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 9.48 E-04 5.84 E-03 9.48 E-04 5.84 E-03
32 × 32 9.89 E-05 3.26 1.21 E-03 2.26 9.89 E-05 3.26 1.21 E-03 2.26
64 × 64 1.14 E-05 3.11 1.46 E-04 3.05 1.14 E-05 3.11 1.46 E-04 3.05

128 × 128 1.42 E-06 3.00 1.87 E-05 2.97 1.42 E-06 3.00 1.87 E-05 2.97
256 × 256 1.78 E-07 3.00 2.34 E-06 3.00 1.78 E-07 3.00 2.34 E-06 3.00

k=3 DG MLP-limiter k=3 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 5.11 E-05 9.79 E-04 5.11 E-05 9.79 E-04
32 × 32 3.20 E-06 3.99 6.09 E-05 4.00 3.20 E-06 3.99 6.09 E-05 4.00
64 × 64 2.01 E-07 3.99 3.74 E-06 4.02 2.01 E-07 3.99 3.74 E-06 4.02

128 × 128 1.27 E-08 3.98 2.05 E-07 4.05 1.27 E-08 3.98 2.05 E-07 4.05
256 × 256 8.24 E-10 3.95 1.27 E-08 4.13 8.24 E-10 3.95 1.27 E-08 4.13

the error and orders of the DG method with the MLP limiter and without the limiter

are listed in Table 3.2. The MLP limiter again preserves high order accuracy in this

2D example.

3.2.2 Burgers equation

We consider the nonlinear Burgers equation in 1D:

 ut +
(

u2

2

)
x
= 0,

u(x, 0) = 1
4 + sin(x), x ∈ [0, 2π].

(3.4)

Before t = 1, the solution is smooth, and we can compare the accuracy of the
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DG scheme with and without the MLP limiter. From Table 3.3, we observe that

applying the limiter does not affect accuracy also in this nonlinear case.

Table 3.3: Accuracy test for 1D Burgers equation
k=1 DG MLP-limiter k=1 DG no limiter

# cells L1 error order L∞ error order L1 error order L∞ error order
16 4.53 E-03 2.67 E-02 4.53 E-03 2.67 E-02
32 1.05 E-03 2.10 6.41 E-03 2.05 1.05 E-03 2.10 6.41 E-03 2.05
64 2.62 E-04 2.00 1.63 E-03 1.97 2.62 E-04 2.00 1.63 E-03 1.97

128 6.56 E-05 2.00 4.11 E-04 1.99 6.56 E-05 2.00 4.11 E-04 1.99
256 1.63 E-05 2.00 1.03 E-04 1.99 1.63 E-05 2.00 1.03 E-04 1.99

k=2 DG MLP-limiter k=2 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order

16 1.17 E-04 4.96 E-04 1.17 E-04 4.96 E-04
32 1.45 E-05 3.00 6.28 E-05 2.98 1.45 E-05 3.00 6.28 E-05 2.98
64 1.82 E-06 3.00 7.87 E-06 3.00 1.82 E-06 3.00 7.87 E-06 3.00

128 2.28 E-07 3.00 9.85 E-07 3.00 2.28 E-07 3.00 9.85 E-07 3.00
256 2.84 E-08 3.00 1.23 E-07 3.00 2.84 E-08 3.00 1.23 E-07 3.00

k=3 DG MLP-limiter k=3 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order

16 9.88 E-06 1.51 E-04 9.88 E-06 1.51 E-04
32 5.84 E-07 4.08 1.07 E-05 3.81 5.84 E-07 4.08 1.07 E-05 3.81
64 3.63 E-08 4.00 7.05 E-07 3.92 3.63 E-08 4.00 7.05 E-07 3.92

128 2.26 E-09 4.00 4.46 E-08 3.94 2.26 E-09 4.00 4.46 E-08 3.94
256 1.41 E-10 4.00 2.95 E-09 3.97 1.41 E-10 4.00 2.95 E-09 3.97

Next we test the compound wave problem, with a discontinuous initial condi-

tion:

u0(x) =



l sin(πx), |x| ≥ 1,

3, −1 < x ≤ −0.5,

1, −0.5 < x ≤ 0,

3, 0 < x ≤ 0.5,

2, 0.5 < x ≤ 1,

(3.5)

The domain is [−4, 4] with perturbed mesh, and the periodic boundary condition is

applied. We see the numerical result at t = 0.4 in Figure 3.3. The MLP limiter gives

good performance on capturing the discontinuities without spurious oscillations.
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Figure 3.3: Comparison of solutions on a randomly perturbed mesh for the com-
pound wave problem using the fourth order DG method with the TVB limiter
with M = 0, 10, 100, 1000 and the MLP limiter. Here T = 0.4 and cell of number
N = 200.

The two dimensional Burgers equation is stated as:


ut +

(
u2

2

)
x
+

(
u2

2

)
y
= 0,

u(x, y, 0) = 1
4 + sin(x + y), (x, y) ∈ [0, 2π] × [0, 2π].

(3.6)

The error and order of accuracy of the solution at t = 0.1 are in Table 3.4. Similar

to the one-dimensional case, the MLP-limiter does not affect the accuracy. When

the time reaches t = 1.2, there is a shock in the exact solution, and as we can

see in Figure 3.4, compared to the DG scheme without limiter, the MLP-limiter

effectively controls the oscillation near the shock.
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Table 3.4: Accuracy test for 2D Burgers equation
k=1 DG MLP-limiter k=1 DG no limiter

# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 1.32 E-02 8.80 E-02 1.32 E-02 8.80 E-02
32 × 32 3.40 E-03 1.95 2.26 E-02 1.96 3.40 E-03 1.95 2.26 E-02 1.96
64 × 64 8.67 E-04 1.97 5.73 E-03 1.98 8.67 E-04 1.97 5.73 E-03 1.98

128 × 128 2.18 E-04 1.99 1.43 E-03 1.99 2.18 E-04 1.99 1.43 E-03 1.99
256 × 256 5.47 E-05 2.00 3.60 E-04 1.99 5.47 E-05 2.00 3.60 E-04 1.99

k=2 DG MLP-limiter k=2 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 1.27 E-03 1.43 E-02 1.27 E-03 1.43 E-02
32 × 32 1.61 E-04 2.98 1.72 E-03 3.06 1.61 E-04 2.98 1.72 E-03 3.06
64 × 64 4.48 E-05 1.84 6.24 E-04 1.85 2.04 E-05 3.00 2.17 E-04 3.01

128 × 128 2.48 E-06 4.17 2.92 E-05 7.73 2.48 E-06 3.00 2.92 E-05 3.01
256 × 256 3.11 E-07 3.00 3.69 E-06 2.98 3.11 E-07 3.00 3.96 E-06 3.00

k=3 DG MLP-limiter k=3 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 9.53 E-05 1.06 E-04 9.53 E-05 1.06 E-04
32 × 32 5.93 E-06 4.00 6.74 E-05 3.99 5.93 E-06 4.00 6.74 E-05 3.99
64 × 64 3.67 E-07 4.01 4.88 E-06 3.79 3.67 E-07 4.01 4.88 E-06 3.79

128 × 128 2.26 E-08 4.02 3.09 E-07 3.99 2.26 E-08 4.02 3.09 E-07 3.99
256 × 256 1.47 E-09 3.95 1.43 E-08 3.97 1.47 E-09 3.95 1.43 E-08 3.97

0.000 1.571 3.142 4.712 6.283
X

−1.00

−0.25

0.50

1.25
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exa
TVB_M=1
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Figure 3.4: Comparison of solutions of the 2D Burgers equation with the initial
condition u0(x, y) = 1

4 + sin(x + y) using the fourth order DG method without
limiter, with the TVB limiter with M = 1, and with the MLP limiter. Final time is
t = 1.2 and the number of cells corresponds to Nx = Ny = 40.
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3.2.3 Euler equation

In this subsection we apply the MLP limiter to solve nonlinear systems. We

firstly consider the compressible Euler equation in one dimension:

∂
∂t


ρ

ρµ

E

 +
∂
∂x


ρµ

ρµ2 + p

µ(E + p)

 = 0, 0 < x < 2π, (3.7)

where ρ, µ, and p denote the density, velocity and pressure of the fluids, respec-

tively. The total energy E = p
γ−1 +

1
2ρµ

2, with γ = 1.4 for air. For the system case,

we choose to use the limiter in the local characteristic fields. That is, we firstly

project the conserved variable U = (ρ, ρµ,E)T into the local characteristic fields,

and then apply the TVB or the MLP limiter in each characteristic field. Finally we

project the limited numerical solution back to the conserved variable space. More

details can be found in [15]. We will compare the performance of the MLP-limiter

with the TVB-limiter with ad hoc choices of the TVB constant M through trial and

error as adopted in the literature. In all the test cases, we present the results for

the density ρ as representations.

Example 4.3.1: Artificial accuracy test.

We firstly consider the accuracy test in [24]. We set the initial condition as:

ρ(x, 0) =
1 + 0.2 sin(x)

2
√

3
, µ(x, 0) =

√
γρ(x, 0), p(x, 0) = ρ(x, 0)γ. (3.8)

The computational domain is set to be [0, 2π], and periodic boundary condition

is imposed. We take γ = 3, which allows us to verify that 2
√

3ρ(x, t) is the exact
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solution of the Burgers equation:

ut +

(
u2

2

)
x
= 0, u(x, 0) = 1 + 0.2 sin(x), (3.9)

and

µ(x, t) =
√
γρ(x, t), p(x, t) = ρ(x, t)γ. (3.10)

At t = 0.3, the solution is smooth, and the error and order of accuracy of density

are listed in Table 3.5. It is clear that the MLP limiter does not affect the accuracy

in this 1D nonlinear system example.

Table 3.5: Accuracy test for 1D Euler equation
k=1 DG MLP-limiter k=1 DG no limiter

# cells L1 error order L∞ error order L1 error order L∞ error order
16 4.96 E-03 8.86 E-03 4.96 E-03 8.86 E-03
32 1.10 E-03 2.16 1.31 E-03 2.75 1.10 E-03 2.16 1.31 E-03 2.75
64 2.76 E-04 2.00 3.28 E-04 1.97 2.76 E-04 2.00 3.28 E-04 1.97

128 6.90 E-05 2.00 8.22 E-05 1.99 6.90 E-05 2.00 8.22 E-05 1.99
256 1.72 E-05 2.00 2.06 E-05 1.99 1.72 E-05 2.00 2.06 E-05 1.99

k=2 DG MLP-limiter k=2 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order

16 1.93 E-04 3.76 E-04 1.93 E-04 3.76 E-04
32 2.49 E-05 2.96 6.13 E-05 2.61 2.49 E-05 2.96 6.13 E-05 2.61
64 3.07 E-06 3.02 7.99 E-06 2.94 3.07 E-06 3.02 7.99 E-06 2.94

128 3.28 E-07 3.00 1.02 E-06 2.97 3.28 E-07 3.00 1.02 E-06 2.97
256 4.77 E-08 3.00 1.27 E-07 3.00 4.77 E-08 3.00 1.27 E-07 3.00

k=3 DG MLP-limiter k=3 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order

16 7.27 E-06 1.21 E-05 7.27 E-06 1.21 E-05
32 4.91 E-07 3.88 5.00 E-07 4.49 4.91 E-07 3.88 5.00 E-07 4.49
64 3.04 E-08 4.01 3.12 E-08 4.00 3.04 E-08 4.01 3.12 E-08 4.00

128 1.88 E-09 4.00 2.10 E-09 3.88 1.88 E-09 4.00 2.10 E-09 3.88
256 1.18 E-10 3.99 1.30 E-10 4.01 1.18 E-10 3.99 1.30 E-10 4.01

Example 4.3.2: The Sod problem.
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This problem is a classic Riemann problem test, whose initial condition is

(ρ, µ, p) =

 (1, 0, 1), x ≤ 0,

(0.125, 0, 0.1), x > 0.
(3.11)

The domain is x ∈ [−5, 5], and the simulation runs until t = 2.0 with the mesh size

N = 100. We test the DG scheme with different orders of accuracy. If the TVB

constant M = 33 or larger, the TVB limiter simulation fails with fourth or higher

order DG schemes, due to the appearance of negative density. With M = 33, the

TVB limiter gives good performance for the DG scheme with second and third

order. On the other hand, while the solutions of TVB limiter with M = 15 smear a

lot at discontinuities in lower order cases, it gives satisfying non-oscillatory result

with fourth and fifth order DG schemes. Meanwhile, the MLP limiter gives good

simulation in all cases, with results comparable to the M = 33 case in second and

third order cases, and M = 15 in fourth and fifth order cases. The details are shown

in Figure 3.5.

Example 4.3.3: The Lax problem.

Another famous Riemann problem test is the Lax problem, with the initial

condition

(ρ, µ, p) =

 (0.445, 0.698, 0, 3.528), x ≤ 0,

(0.5, 0, 0, 0.571), x > 0.
(3.12)

The domain is x ∈ [−5, 5] and the number of cells is N = 100. We compute the

solution until t = 1.3. In this case, we use M = 33 [15] which gives the best

(sharpest) performance at discontinuities (especially at the contact discontinuity)

for the third order DG scheme. As shown in Figure 3.6, although the solution of the

TVB limiter with M = 70 has huge oscillations at the discontinuity in lower order
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Figure 3.5: Comparison of solutions for the Sod problem using DG method of
degree of freedom k = 1, 2, 3, 4 with the TVB limiter (left) and the MLP (right)
limiter. Final time t = 2.0 and the number of cells N = 100.
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cases, it gives best performance for the fifth order DG scheme. On the other hand,

the MLP limiter works well for DG schemes with different orders of accuracy. The

performance of the MLP limiter is as good as that of M = 33 TVB limiter for the

third order scheme, and of M = 70 TVB limiter for the fifth order scheme. For

the second order scheme, the MLP limiter describes the edge of the discontinuity

better than that of the TVB limiters.

Example 4.3.4: The blast wave problem.

We now consider the interaction of two blast waves, with the initial condition:

(ρ, µ, p) =


(1, 0, 1000), 0 < x < 0.1,

(1, 0, 0.01), 0.1 < x < 0.9,

(1, 0, 100), 0.9 < x < 1.

(3.13)

The domain is x ∈ [0, 1] and reflective boundary condition is applied. We present

the numerical density of the TVB limiter DG method with the TVB constant M = 33

[15] and the MLP limiter DG method at the time t = 0.038 in Figure 3.7. The

solutions of the two methods are comparable.

Example 4.3.5: The Shu-Osher problem.

This example is introduced in [77], and it describes shock-turbulence interac-

tions. It’s initial condition is given by:

(ρ, µ, p) =

 (3.857143, 2.629369, 10.33333), −5 ≤ x < −4,

(1 + 0.2 sin(5x), 0, 1), −4 ≤ x ≤ 5,
(3.14)

The domain is x ∈ [−5, 5] and reflective boundary condition is applied. We present
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Figure 3.6: Comparison of solutions for the Lax problem using DG method of
degree of freedom k = 1, 2, 3, 4 with the TVB limiter (left) and the MLP (right)
limiter. Final time t = 1.3 and the number of cells N = 100.



39

0.0 0.2 0.4 0.6 0.8 1.0
X

0

1

2

3

4

5

6

Y

exa TVB_M33

(a) third order TVB

0.0 0.2 0.4 0.6 0.8 1.0
X

0

1

2

3

4

5

6

Y

exa MLP

(b) third order MLP

0.0 0.2 0.4 0.6 0.8 1.0
X

0

1

2

3

4

5

6

Y

exa TVB_M33

(c) fifth order TVB

0.0 0.2 0.4 0.6 0.8 1.0
X

0

1

2

3

4

5

6

Y

exa MLP

(d) fifth order MLP

Figure 3.7: Solution of the blast wave problem using the third order and fifth order
DG schemes with the M = 33 TVB limiter (left), and the MLP limiter (right). Final
time T = 0.038 and the number of cells N = 400.
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the numerical density of the TVB limiter DG method with the TVB and the MLP

limiter DG method at the time t = 0.038 in Figure 3.8. To achieve the best per-

formance, the TVB constant is chosen as M = 300 [15] for k = 1, 2, 3 and M = 550

for k = 4. The overall performance are increased when higher order method are

applied. The MLP model shows the performance similar to the TVB model at the

oscillatory area.

Now we consider the two-dimensional Euler equation:

∂
∂t



ρ

ρµ

ρν

E


+
∂
∂x



ρµ

ρµ2 + p

ρµν

µ(E + p)


+
∂
∂y



ρν

ρµν

ρν2 + p

ν(E + p)


= 0, (3.15)

where ρ is the density, µ and ν are the velocities in the x and y directions, respec-

tively, and p is the fluid pressure. The total energy E = p
γ−1 +

1
2ρ(µ2 + ν2), with

γ = 1.4 for air.

Example 4.3.5: Artificial accuracy test for the 2D Euler equation.

We conduct an accuracy test for the 2D Euler equation. The initial condition is:

ρ(x, y, 0) =
1 + 0.2 sin(x+y

2 )
√

6
, µ(x, y, 0) = ν(x, y, 0) =

√
γ

2
ρ(x, y, 0), p(x, y, 0) = ρ(x, y, 0)γ.

(3.16)

The computational domain is [0, 4π] × [0, 4π]. We set γ = 3, and it could be easily

verified that
√

6ρ(x, y, t) is the exact solution of the Burgers equation:

ut +

(
u2

2

)
x
+

(
u2

2

)
y
= 0, u(x, y, 0) = 1 + 0.2 sin(

x + y
2

), (3.17)
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Figure 3.8: Numerical Solution of the Shu-Osher problem (Left). Zoom close to
the fluctuations(Right). Final time T = 1.8 and the number of cells N = 200.
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and µ, ν and p satisfy:

µ(x, y, t) = µ(x, y, t) =

√
γ

2
ρ(x, y, t), p(x, y, t) = ρ(x, y, t)γ. (3.18)

At t = 0.3, the solution is smooth. The error and order of accuracy of density

are shown in Table 3.6. It can be observed that the MLP limiter does not affect

the high order accuracy of the scheme for this 2D nonlinear system test case. In

Table 3.7, the cpu time of simulations on 100x100 mesh are analyzed and reported.

The simulations have been run on Jupyter Notebook using a 2 GHz Quad-Core

Intel Core i5 processor. The execution time of a single timestep(Tsp) increases

when higher order scheme is used. It can be observed that the gap between the

cost of the TVB and the MLP limter narrows when k increases. When k = 3, 4 the

additional cost of applying MLP model in TVB DG scheme is negligible.

Example 4.3.6: The double Mach reflection problem.

This problem was introduced by Woodward and Colella [83]. We use the

same setup as in [83], which describes a Mach 10 shock moving right into the

undisturbed air, making a 60◦ angle with a reflecting wall. The density and

pressure of the undisturbed air are 1.4 and 1 respectively. The computational

domain is [0, 4]× [0, 1]. We use the exact flow values of the Mach 10 shock at each

time step as the top boundary condition. For the bottom boundary, we apply the

post-shock condition for x ∈ [0, 1
6 ], and reflecting wall condition for x ∈ [ 1

6 , 4]. The

numerical simulation is generated up to t = 0.2. The simulations on uniformed

meshes with 480×120 and 960×240 cells are shown in Figures 3.9 and 3.11, with the

zoomed version near the Mach stem shown in Figures 3.10 and 3.12. For the TVB

limiter, the TVB constant is chosen as M = 50 for the second and third order DG
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Table 3.6: 2D Euler equation accuracy test.
k=1 DG MLP-limiter k=1 DG no limiter

# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 1.00 E-3 7.24 E-02 1.00 E-3 7.24 E-02
32 × 32 2.52 E-04 1.99 1.94 E-03 1.90 2.52 E-04 1.99 1.94 E-03 1.90
64 × 64 6.37 E-05 1.99 1.59 E-04 1.96 6.37 E-05 1.99 1.59 E-04 1.96

128 × 128 1.59 E-05 2.00 1.25 E-04 1.99 1.59 E-05 2.00 1.25 E-04 1.99
256 × 256 3.98 E-06 2.00 3.14 E-05 1.99 3.98 E-06 2.00 3.14 E-05 1.99

k=2 DG MLP-limiter k=2 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 1.17 E-04 4.96 E-04 1.27 E-03 1.43 E-02
32 × 32 1.45 E-05 3.00 1.61 E-04 2.98 1.72 E-03 2.98 6.28 E-05 3.06
64 × 64 1.82 E-06 3.00 2.04 E-05 3.00 2.17 E-04 3.01 7.87 E-06 2.98

128 × 128 2.28 E-07 3.00 2.48 E-06 3.00 2.92 E-05 3.01 9.85 E-07 2.90
256 × 256 2.84 E-08 3.00 3.11 E-07 3.00 3.96 E-06 3.00 1.23 E-07 3.00

k=3 DG MLP-limiter k=3 DG no limiter
# cells L1 error order L∞ error order L1 error order L∞ error order
16 × 16 9.53 E-05 1.06 E-04 9.53 E-05 1.06 E-04
32 × 32 5.93 E-06 4.00 6.74 E-05 3.99 5.93 E-06 4.00 6.74 E-05 3.99
64 × 64 3.67 E-07 4.01 4.88 E-06 3.79 3.67 E-07 4.01 4.88 E-06 3.79

128 × 128 2.26 E-08 4.02 3.09 E-07 3.99 2.26 E-08 4.02 3.09 E-07 3.99
256 × 256 1.47 E-09 3.95 1.43 E-08 3.97 1.47 E-09 3.95 1.43 E-08 3.97

Table 3.7: Computational times, number of timesteps and execution time of a
single timestep (TpS) for the 2D Euler problem. The total time and the time per
timestep are expressed in seconds

k=1 k=2 k=3 k=4
Limiters time Steps Tps time Steps Tps time Steps Tps time Steps Tps

TVB 26.99 29 0.93 61.76 47 1.31 132.12 66 2.00 308.14 85 3.62
MLP 39.73 29 1.37 74.91 47 1.59 137.75 66 2.08 317.06 85 3.72

schemes [17]. Compared to the traditional TVB limiter with empirically chosen M

through trial and error, the MLP limiter provides equally satisfying results.
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Figure 3.9: Double Mach reflection problem. DG method with k = 1, 2. Left:
results with the TVB limiter. Right: results with the MLP limiter. Density ρ. 30
equally spaced contour lines from ρ = 1.5 to ρ = 22.7. Mesh grid: 480 × 120.
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Figure 3.10: Double Mach reflection problem. DG method with k = 1, 2. Blown-up
region around the double Mach stem. Left: results with the TVB limiter. Right:
results with the MLP limiter. Density ρ. 30 equally spaced contour lines from
ρ = 1.5 to ρ = 22.7. Mesh grid: 480 × 120.
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Figure 3.11: Double Mach reflection problem. DG method with k = 1, 2, 3. Left:
results with the TVB limiter. Right: results with the MLP limiter. Mesh grid:
960 × 240.
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Figure 3.12: Double Mach reflection problem. DG method with k = 1, 2, 3. Blown-
up region around the double Mach stem. Left: results with the TVB limiter. Right:
results with the MLP limiter. Density ρ. 30 equally spaced contour lines from
ρ = 1.5 to ρ = 22.7. Mesh grid: 960 × 240.



Chapter Four

The semi-discrete LDG methods for

the carpet cloak model
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4.1 Introduction

Since Leonhardt [46] and Pendry et al. [65] firstly demonstrated the idea of

invisibility cloak design with metamaterials in 2006, much study has been done

in both theoretical and numerical analysis. There are a plenty of excellent works

on the mathematical analysis of the cloaking phenomenon [1, 39, 27, 28], and on

the numerical simulations of the cloaking models with the finite difference (FD)

methods [30, 34, 56], the finite element (FE) methods [5, 44, 50, 60], and the spectral

methods [86, 87]. For more details, readers can consult the review papers [2, 7, 33],

and the monographs [21, 32, 49, 59] as references. In 2014, Li et al. proposed

the mathematical analysis for the time-domain carpet cloak model [50]. In [52], a

revised finite difference method for the carpet cloak model was developed, and

the corresponding stability analysis was performed with the time step constraint

τ = O(h2), where τ and h are the time step size and spatial mesh size respectively.

In order to relax the time step constraint to τ = O(h), the usual requirement for

the FD or the FE methods to solve the time-dependent Maxwell equations, a new

energy was introduced in [54]; moreover, the finite element method coupled with

two time discretization methods to solve the carpet cloak model was developed

therein.

The discontinuous Galerkin (DG) method was initially proposed by Reed and

Hill [71] to solve the neutron transport problem. Later, Cockburn and Shu intro-

duced the Runge-Kutta DG (RKDG) methods for solving the linear and nonlinear

hyperbolic partial differential equations (PDEs) [16, 17], and the local DG (LDG)

methods for solving the time-dependent convection-diffusion systems [18], which

stimulated the rapid development and application of the DG methods [19, 85].

The DG method shares the advantages of the continuous finite element methods,
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including flexible h-p adaptivity and easy handling of the complicated geometry.

Additionally, it has unique nice features, such as it has the local mass matrix be-

cause of the discontinuous basis, it allows easy handling of hanging nodes and

adaptivity, and it has high parallel efficiency. Attracted by the good properties

of the DG methods, mathematicians have developed the DG methods to solve

the Maxwell equations in free space [6, 10, 13, 23, 81], and in dispersive media

[43, 57, 81]. For the Maxwell equations in the metamaterials, there are published

works on the DG methods to solve the Drude models [47, 48, 53, 55, 74], the

Maxwell equations in nonlinear optical media [4], and the wave propagation in

media with dielectrics and metamaterials [11].

In [52], the DG method was carried out to solve the carpet cloak model, and it

gave a good performance in numerical simulations. However, the stability analysis

and the error estimate of the method were left to be done. In this section, we will

propose the semi-discrete DG method for the model, and prove its stability. Next,

we provide a sub-optimal error estimate in the L2 norm on unstructured meshes,

and an optimal error estimate on tensor-product rectangular meshes.
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4.2 The governing equations of the carpet cloak model

The governing equations for modeling the wave propagation in the carpet

cloak are derived in [51] and given as follows (cf. [51, (2.3)-(2.5)]):

∂tDx =
∂H
∂y
, (4.1)

∂tDy = −
∂H
∂x
, (4.2)

ε0λ2

(
M−1

A ∂t2E + ω2
pM−1

A E
)
= ∂t2D +MCD, (4.3)

µ0µ∂tH = −∇ × E, (4.4)

where the 2D electric displacement is denoted as D := (Dx,Dy)′, the 2D electric

field as E := (Ex,Ey)′, and the magnetic field as H. Furthermore, ∂tku denotes the

k-th derivative ∂ku/∂tk of a function u. For any k ≥ 1, we adopt the 2D vector and

scalar curl operators:

∇ ×H = (
∂H
∂y
,−
∂H
∂x

)′, ∇ × E =
∂Ey

∂x
−
∂Ex

∂y
, ∀ E = (Ex,Ey)′.

We note that (4.3) is revised from [51, (2.4)] by left-multiplying both sides with

M−1
A and by denoting the matrix MC as M−1

A MB. Here M−1
A denotes the inverse of

the matrix MA, which is proved to be symmetric positive definite [51, Lemma 2.1].

As shown in Fig. 4.1, the governing equations (4.1)-(4.4) hold true in the cloaking

region formed by the quadrilateral with vertices (−d, 0), (0,H1), (d, 0) and (0,H2),

where d,H1 and H2 are positive constants and H2 > H1 > 0. The cloaked region,

where the hiding objects can be placed, is formed by the triangle with vertices

(0,H1), (−d, 0) and (d, 0).
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Figure 4.1: Left: The structure of the carpet cloak. Right: The setup of the carpet
cloak simulation.

In order to make those objects inside the cloaked region invisible, the permit-

tivity and permeability in the cloaking region need to be specially designed and

are given by [51]:

ε =

 a b

b c

 :=


H2

H2−H1
−

H1H2
(H2−H1)dsgn(x)

−
H1H2

(H2−H1)dsgn(x) H2−H1
H2
+ H2

H2−H1
(H1

d )2

 , µ = a,

where sgn(x) denotes the sign function. Furthermore, in (4.1)-(4.4), ε0 and µ0

denote the permittivity and permeability in free space, respectively; the matrices

MA and MB are given as [51, page 1138]:

MA =

 p2
1λ2 + p2

2 p2p4 + p1p3λ2

p2p4 + p1p3λ2 p2
3λ2 + p2

4

 , MB =

 p2
2 p2p4

p2p4 p2
4

ω2
p,

where the positive constant ωp is the plasma frequency resulting from the Drude

dispersion model [51, page 1138], elements pi, i = 1, 2, 3, 4, are

p1 =

√
λ2 − a
λ2 − λ1

, p2 = −

√
a − λ1

λ2 − λ1
· sgn(x),

p3 =

√
λ2 − c
λ2 − λ1

· sgn(x), p4 =

√
c − λ1

λ2 − λ1
,
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and λ1 and λ2 are the eigenvalues of the matrix ε given as:

λ1 =
a + c −

√
(a − c)2 + 4b2

2
, λ2 =

a + c +
√

(a − c)2 + 4b2

2
.

To complete the carpet cloak model (4.1)-(4.4), we assume that (4.1)-(4.4) satisfy

the initial conditions

D(x, 0) = D0(x), E(x, 0) = E0(x), H(x, 0) = H0(x)

∂tD(x, 0) = D1(x), ∂tE(x, 0) = E1(x), ∀ x ∈ Ω,

and the perfect conducting boundary condition (PEC):

n × E = 0 on ∂Ω, (4.5)

where D0,D1,E0,E1 and H0 are some properly given functions, n is the unit outward

normal vector to ∂Ω, and Ω denotes a polygonal domain in R2.

Using the stability obtained in [54, Theorem 2.1] and replacing both ∇ × E and

∇ × ∂tE by (4.4), we can rewrite Theorem 2.1 of [54] as below, which is totally

different from those established in [51, 52].

Theorem 4.2.1. For the solution (D,H,E) of (4.1)-(4.4), let the energy be defined as

ENG(t) :=
[
ε0λ2||M

−
1
2

A ∂t2E||2 + 2ε0λ2ω2
p||M

−
1
2

A ∂tE||2 + ε0λ2ω4
p||M

−
1
2

A E||2

+µ0µ
(
ω2

p||∂tH||2 + ||∂t2H||2
)
+ ||∂tD||2 + ||M

1
2
CD||2

]
(t). (4.6)

Here and below the square root of a matrix MC is denoted as M
1
2
C, and ||·||2 := ||·||2L2(Ω)

.
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Then we have the following energy identity:

ENG(t) − ENG(0) = 2
∫ t

0

[
ε0λ2(M−1

A ∂t2E + ω2
pM−1

A E, ∂tD)

+(MC∂tD, ∂t2E) + ω2
p(MCD, ∂tE)

]
(s)ds. (4.7)

Furthermore, this leads to the stability:

ENG(t) ≤ ENG(0) · exp(C∗t), ∀ t ∈ [0,T], (4.8)

where the constant C∗ > 0 depends on the physical parameters ε0, µ0, d,H1,H2 and

ωp.

4.3 The semi-discrete LDG method

In this subsection, we introduce the LDG method for the carpet cloak model.

We consider a rectangular physical domain Ω = [a, b] × [c, d] to solve (4.1)-(4.4)

for simplicity, and the domain is partitioned by a regular triangular mesh, Ω =

∪e∈The. Here Th is a triangulation on Ω, and h is the mesh size, representing the

largest diameter of all triangles. Tensor-product rectangular meshes will also be

considered later. The time domain [0,T] is discretized into Nt+1 uniform intervals

by discrete times 0 = t0 < t1 < · · · < tNt+1 = T, where tn = n · τ, and the time step

size τ = T
Nt+1 .

Vk
h denotes the finite element space of piecewise polynomials, i.e.,

Vk
h = {v : v|e ∈ Pk(e), ∀ e ∈ Th} , (4.9)



53

where Pk is the space of polynomials of degree less or equal to k.

We use uh to denote the corresponding numerical solution of the variable u,

which is in the finite element space Vk
h. Note that functions contained in Vk

h can

have discontinuities across the element interfaces. In the line integral over the

boundary of a cell, u(in)
h denotes the value of uh taken from inside of that cell, and

u(out)
h denotes the value of uh taken from the neighboring cell sharing that boundary.

Furthermore, we use (·) and || · || to denote the inner product and the L2 norm over

the domain Ω respectively.

Then, the semi-discrete LDG method for (4.1)-(4.4) is generated as follows:

Find Exh,Eyh,Hh,Dxh,Dyh ∈ C1([0,T]; Vk
h) such that

∫
e
∂tDxhϕx +

∫
e
Hh∂yϕx −

∫
∂e

Ĥhϕ
(in)
x n(in)

y = 0, (4.10)∫
e
∂tDyhϕy −

∫
e
Hh∂xϕy +

∫
∂e

Ĥhϕ
(in)
y n(in)

x = 0, (4.11)

ε0λ2

∫
e

(
M−1

A ∂t2Eh + ω
2
pM−1

A Eh

)
· u =

∫
e
(∂t2Dh +MCDh) · u, (4.12)

µ0µ

∫
e
∂tHhψ −

∫
e
Eyh∂xψ +

∫
e
Exh∂yψ +

∫
∂e

(Êyhn(in)
x − Êxhn(in)

y )ψ(in) = 0, (4.13)

for all test functions ϕx, ϕy, ψ,u1,u2 ∈ Vk
h and all cells e ∈ Th, where u = (u1,u2)′.

Ĥh, Êyh, Êxh are the cell boundary terms obtained from integration by parts, and

they are the so-called numerical fluxes. On the cell boundary ∂e, n(in) = (n(in)
x ,n(in)

y )

represents the unit normal vector pointing towards the outside of the element e.

To define the numerical fluxes in a triangulation, we first pick a fixed directionβββ

not parallel to any triangle boundary edge. On each boundary edge of an element,

there is an outward normal direction, n, orthogonal to that edge. We call a side

as the “right” side if n · βββ < 0, and the “left” side if vice versa. We apply the
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commonly used alternating fluxes in LDG methods into our scheme, which are

defined as choosing Exh and Eyh on the “right” side and Hh on the “left” side:

Êxh = ER
xh, (4.14)

Êyh = ER
yh, (4.15)

Ĥh = HL
h . (4.16)

A more detailed explanation of alternating fluxes for triangulations can be

found in [85]. It is easy to check that in a rectangular mesh, when βββ = (1, 1),

the definitions of the “left” and “right” sides are consistent with the exact left

(bottom) and right (top) sides on a vertical (horizontal) boundary. The above

definition of alternating fluxes is enough when applying the periodic boundary

condition. However, to satisfy the PEC boundary condition in (4.5), we take

Êxh = 0, on y = c, d, (4.17)

Êyh = 0, on x = a, b, (4.18)

Ĥh = H(in)
h , on ∂Ω. (4.19)

4.3.1 The stability analysis

In this subsection, we will show that the solutions of our proposed semi-

discrete DG method satisfy the same energy identity as in the continuous level

(4.7), which leads to the stability of the method.

Theorem 4.3.1. For the semi-discrete DG method (4.10)-(4.13) with alternating fluxes

(4.14)-(4.19), we define the energy:
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ENGh(t) :=
[
||∂tDh||

2 + ||M
1
2
CDh||

2 + ϵ0λ2

(
||M−

1
2

A ∂t2Eh||
2

+ 2ω2
p||M

−
1
2

A ∂tEh||
2 + ω4

p||M
−

1
2

A Eh||
2
)
+ µ0µ

(
ω2

p||∂tHh||
2 + ||∂t2Hh||

2
)]

(t),
(4.20)

then, the energy satisfies the following energy identity: For any t ≥ 0:

ENGh(t)−ENGh(0) = 2
∫ t

0

[
ϵ0λ2

(
M−1

A ∂t2Eh + ω
2
pM−1

A Eh, ∂tDh

)
+ (MC∂tDh, ∂t2Eh) + ω2

p (MCDh, ∂tEh)
]
(s)ds.

(4.21)

Furthermore, it leads to the stability:

ENGh(t) ≤ exp(C∗t) · ENGh(0), ∀t ∈ [0,T], (4.22)

with the constant C∗ depending only on the physical parameters ε0, µ0, d,H1,H2

and ωp.

Proof. To make our proof easy to follow, we divide it into several major parts.

(I) Choosing u = ∂tDh in (4.12), we obtain

1
2

d
dt

[
||∂tDh||

2 + ||M
1
2
CDh||

2
]
= ϵ0λ2

(
M−1

A ∂t2Eh + ω
2
pM−1

A Eh, ∂tDh

)
. (4.23)

Differentiating (4.12) with respect to t and choosing u = ∂t2Eh, we have

ϵ0λ2

2
d
dt

[
||M−

1
2

A ∂t2Eh||
2 + ω2

p||M
−

1
2

A ∂tEh||
2
]
= (∂t3Dh +MC∂tDh, ∂t2Eh) . (4.24)
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Adding (4.23) and (4.24) together, we obtain

1
2

d
dt

[
||∂tDh||

2 + ||M
1
2
CDh||

2 + ϵ0λ2

(
||M−

1
2

A ∂t2Eh||
2 + ω2

p||M
−

1
2

A ∂tEh||
2
)]

= ϵ0λ2

(
M−1

A ∂t2Eh + ω
2
pM−1

A Eh, ∂tDh

)
+ (∂t3Dh +MC∂tDh, ∂t2Eh) .

(4.25)

(II) To control the term Eh on the right hand side (RHS) of (4.25), we choose

u = ∂tEh in (4.12) to obtain

ϵ0λ2

2
d
dt

[
||M−

1
2

A ∂tEh||
2 + ω2

p||M
−

1
2

A Eh||
2
]
= (∂t2Dh +MCDh, ∂tEh) . (4.26)

Multiplying (4.26) by ω2
p, then adding the result to (4.25), we have

1
2

d
dt

[
||∂tDh||

2 + ||M
1
2
CDh||

2 + ϵ0λ2

(
||M−

1
2

A ∂t2Eh||
2 + 2ω2

p||M
−

1
2

A ∂tEh||
2

+ ω4
p||M

−
1
2

A Eh||
2
)]
= ϵ0λ2

(
M−1

A ∂t2Eh + ω
2
pM−1

A Eh, ∂tDh

)
+ (∂t3Dh +MC∂tDh, ∂t2Eh) + ω2

p (∂t2Dh +MCDh, ∂tEh) .

(4.27)

(III) Now we need to control the terms ∂t3Dh and ∂t2Dh on the RHS of (4.27).

Differentiating both (4.10) and (4.11) with respect to t, choosing ϕx = ∂tExh and

ϕy = ∂tEyh in (4.10) and (4.11), respectively, then adding the results together, we

have ∫
e
∂t2Dh · ∂tEh +

∫
e
∂tHh(∂y∂tExh − ∂x∂tEyh)

−

∫
∂e
∂tĤh∂tE

(in)
xh n(in)

y +

∫
∂e
∂tĤh∂tE

(in)
yh n(in)

x = 0.
(4.28)

Differentiating (4.13) with respect to t, choosing ψ = ∂tHh, then using integra-
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tion by parts, we have

µ0µ

∫
e
∂t2Hh∂tHh +

∫
e
∂tHh(∂x∂tEyh − ∂y∂tExh) −

∫
∂e
∂tE

(in)
yh ∂tH

(in)
h n(in)

x

+

∫
∂e
∂tE

(in)
xh ∂tH

(in)
h n(in)

y +

∫
∂e

(∂tÊyhn(in)
x − ∂tÊxhn(in)

y )∂tH
(in)
h = 0.

(4.29)

Adding (4.28) and (4.29) together over all elements, we have

∑
e∈Th

∫
e
∂t2Dh · ∂tEh +

µ0µ

2
d
dt
||∂tHh||

2 + Fx − Fy = 0, (4.30)

where we define

Fx =
∑
e∈Th

∫
∂e

(
−∂tĤh∂tE

(in)
xh n(in)

y + ∂tH
(in)
h ∂tE

(in)
xh n(in)

y − ∂tH
(in)
h ∂tÊxhn(in)

y

)
, (4.31)

Fy =
∑
e∈Th

∫
∂e

(
∂tĤh∂tE

(in)
yh n(in)

x − ∂tH
(in)
h ∂tE

(in)
yh n(in)

x + ∂tH
(in)
h ∂tÊyhn(in)

x

)
. (4.32)

By regrouping terms by sides of the elements and using the definitions of the

numerical fluxes Ĥh and Êxh, we have:

Fx =
∑
s∈SI

nR
y

∫
s

(
−∂tHL

h∂tER
xh + ∂tHL

h∂tEL
xh + ∂tHR

h ∂tER
xh

− ∂tHL
h∂tEL

xh − ∂tHR
h ∂tER

xh + ∂tHL
h∂tER

xh

)
+∑

s∈STop

nR
y

∫
s

(
−∂tĤh∂tE

(in)
xh + ∂tH

(in)
h ∂tE

(in)
xh − ∂tH

(in)
h ∂tÊxh

)
+

∑
s∈SBottom

nR
∫

s

(
−∂tĤh∂tE

(in)
xh + ∂tH

(in)
h ∂tE

(in)
xh − ∂tH

(in)
h ∂tÊxh

)
= 0,

(4.33)

where SI denotes the set of all non-boundary sides, STop represents the set of sides

on y = d, and SBottom on y = c.
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Similarly, we can prove that Fy = 0.

Then using the results of Fx = Fy = 0 in (4.30), we obtain

∑
e∈Th

∫
e
∂t2Dh · ∂tEh = −

µ0µ

2
d
dt
||∂tHh||

2. (4.34)

Following the same argument, we can prove that

∑
e∈Th

∫
e
∂t3Dh · ∂t2Eh = −

µ0µ

2
d
dt
||∂t2Hh||

2. (4.35)

Substituting (4.34) and (4.35) into (4.27), we obtain

1
2

d
dt

[
||∂tDh||

2 + ||M
1
2
CDh||

2 + ϵ0λ2

(
||M−

1
2

A ∂t2Eh||
2 + 2ω2

p||M
−

1
2

A ∂tEh||
2+

ω4
p||M

−
1
2

A Eh||
2
)
+ µ0µ

(
ω2

p||∂tHh||
2 + ||∂t2Hh||

2
)]

= ϵ0λ2

(
M−1

A ∂t2Eh + ω
2
pM−1

A Eh, ∂tDh

)
+

(MC∂tDh, ∂t2Eh) + ω2
p (MCDh, ∂tEh) .

(4.36)

Integrating (4.36) with respect to t from 0 to t, we obtain the energy identity

(4.21). Then we apply the Cauchy-Schwarz inequality to all terms in the RHS of

(4.36), and use the Gronwall inequality to complete the proof.

■
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4.3.2 The error analysis

In this subsection, we will show the sub-optimal error estimate of the semi-

discrete DG method on unstructured meshes, and the optimal error estimate of

the DG method with a modified alternating flux on tensor-product rectangular

meshes with tensor-product DG spaces.

4.3.2.1 The error analysis on unstructured meshes

The errors between the exact solutions (Ex,Ey,Dx,Dy,H) of (4.1)-(4.4) and

the corresponding numerical solutions (Exh,Eyh,Dxh,Dyh,Hh) of the semi-discrete

scheme (4.10)-(4.13) are denoted as

EEx = Ex − Exh, EEy = Ey − Eyh, EDx = Dx −Dxh,

EDy = Dy −Dyh, EH = H −Hh,

and we define ED = (EDx , EDy), and EE = (EEx , EEy).

Subtracting (4.10)-(4.13) from the weak formulation of the PDEs (4.1)-(4.4), we

obtain the following error equations:

∫
e
∂tEDxϕx +

∫
e
EH∂yϕx −

∫
∂e
ÊHϕ

(in)
x n(in)

y = 0, (4.37)∫
e
∂tEDyϕy −

∫
e
EH∂xϕy +

∫
∂e
ÊHϕ

(in)
y n(in)

x = 0, (4.38)

ε0λ2

∫
e

(
M−1

A ∂t2EE + ω
2
pM−1

A EE
)
· u =

∫
e

(
∂t2ED +MCED

)
· u, (4.39)

µ0µ

∫
e
∂tEHψ −

∫
e
EEy∂xψ +

∫
e
EEx∂yψ +

∫
∂e

(ÊEyn
(in)
x − ÊExn

(in)
y )ψ(in) = 0. (4.40)
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Then, we have the following theorem:

Theorem 4.3.2. Suppose that the analytical solutions (Ex,Ey,Dx,Dy,H) of (4.1)-(4.4)

are smooth enough, and (Exh,Eyh,Dxh,Dyh,Hh) are the corresponding numerical so-

lutions of (4.10)-(4.13). With the alternating flux (4.14)-(4.16) and the PEC bound-

ary condition (4.17)-(4.19), we have the following error estimate:

[
||∂tD − ∂tDh||

2 + ||M
1
2
C(D −Dh)||2 + ϵ0λ2

(
||M−

1
2

A (∂t2E − ∂t2Eh)||2

+ 2ω2
p||M

−
1
2

A (∂tE − ∂tEh)||2 + ω4
p||M

−
1
2

A (E − Eh)||2
)

+ µ0µ
(
ω2

p||∂tH − ∂tHh||
2 + ||∂t2H − ∂t2Hh||

2
)]

(t)

≤ Ch2k +

[
||∂tD − ∂tDh||

2 + ||M
1
2
C(D −Dh)||2+

ϵ0λ2

(
||M−

1
2

A (∂t2E − ∂t2Eh)||2 + 2ω2
p||M

−
1
2

A (∂tE − ∂tEh)||2+

ω4
p||M

−
1
2

A (E − Eh)||2
)
+ µ0µ

(
ω2

p||∂tH − ∂tHh||
2 + ||∂t2H − ∂t2Hh||

2
)]

(0).

(4.41)

Here k ≥ 1 is the order of the basis function Vk
h, and C is a positive constant

independent of the mesh size h.

Proof. We first decompose each of the error function (EEx ,EEy ,EDx ,EDy ,EH) into

two parts respectively:

EEx = Ex − Exh = (ΠEx − Exh) − (ΠEx − Ex) := ξEx − ηEx ,

EEy = Ey − Eyh = (ΠEy − Eyh) − (ΠEy − Ey) := ξEy − ηEy ,

EDx = Dx −Dxh = (ΠDx −Dxh) − (ΠDx −Dx) := ξDx − ηDx ,
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EDy = Dy −Dyh = (ΠDy −Dyh) − (ΠDy −Dy) := ξDy − ηDy ,

EH = H −Hh = (ΠH −Hh) − (ΠH −H) := ξH − ηH,

where Π presents the standard L2 projection onto Vk
h.

Similar as the stability proof, we take u = ∂tξD and u = ∂tξE respectively in

(4.39), and we differentiate (4.39) with respect to t and let u = ∂t2ξD. Then we sum

over all elements in the domain. By putting all terms containing η to the RHS, and

the rest terms to the left hand side (LHS), we get:

1
2

d
dt

[
||∂tξD||

2 + ||M
1
2
CξD||

2
]
− ϵ0λ2

(
M−1

A ∂t2ξE + ω
2
pM−1

A ξE, ∂tξD
)

=
(
∂t2ηD, ∂tξD

)
+

(
MCηD, ∂tξD

)
− ε0λ2

(
M−1

A ∂t2ηE +M−1
A ηE, ∂tξD

)
,

(4.42)

ϵ0λ2

2
d
dt

[
||M−

1
2

A ∂tξE||
2 + ω2

p||M
−

1
2

A ξE||
2
]
−

(
∂t2ξD +MCξD, ∂tξE

)
= ε0λ2

(
M−1

A ∂t2ηE, ∂tξE
)
+ ε0λ2ω

2
p

(
M−1

A ηE, ∂tξE
)

−

(
∂t2ηD +MCηD, ∂tξE

)
,

(4.43)

ϵ0λ2

2
d
dt

[
||M−

1
2

A ∂t2ξE||
2 + ω2

p||M
−

1
2

A ∂tξE||
2
]
−

(
∂t3ξD +MC∂tξD, ∂t2ξE

)
= ε0λ2

(
M−1

A ∂t3ηE, ∂t2ξE
)
+ ε0λ2ω

2
p

(
M−1

A ∂tηE, ∂t2ξE
)

−

(
∂t3ηD +MC∂tηD, ∂t2ξE

)
,

(4.44)

where ξD = (ξDx , ξDy), and ξE = (ξEx , ξEy). ηD and ηE are defined similarly.
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Next, we differentiate (4.37), (4.38), and (4.40) with respect to t, and choose

ϕx = ∂tξEx , ϕy = ∂tξEy and ψ = ∂tξH respectively. Then we sum up these three

equations, and sum over all elements in the domain to obtain:

(
∂t2ED, ∂tξE

)
+ µ0µ(∂t2EH, ∂tξH) +

(
∂tEH, ∂y∂tξEx − ∂x∂tξEy

)
− (∂tEEy , ∂x∂tξH) +

(
∂tEEx , ∂y∂tξH

)
+

∑
e∈Th

(
−

∫
∂e
∂tÊH∂tξ

(in)
Ex

n(in)
y

+

∫
∂e
∂tÊH∂tξ

(in)
Ey

n(in)
x +

∫
∂e

(∂tÊEyn
(in)
x − ∂tÊExn

(in)
y )∂tξ

(in)
H

)
= 0.

(4.45)

By applying the error decomposition, we have:

(
∂t2ξD, ∂tξE

)
+ µ0µ(∂t2ξH, ∂tξH) +

(
∂tξH, ∂y∂tξEx − ∂x∂tξEy

)
− (∂tξEy , ∂x∂tξH) +

(
∂tξEx , ∂y∂tξH

)
+

∑
e∈Th

(
−

∫
∂e
∂tξ̂H∂tξ

(in)
Ex

n(in)
y

+

∫
∂e
∂tξ̂H∂tξ

(in)
Ey

n(in)
x +

∫
∂e

(∂tξ̂Eyn
(in)
x − ∂tξ̂Exn

(in)
y )∂tξ

(in)
H

)
=

(
∂t2ηD, ∂tξE

)
+ µ0µ(∂t2ηH, ∂tξH) +

(
∂tηH, ∂y∂tξEx − ∂x∂tξEy

)
− (∂tηEy , ∂x∂tξH) +

(
∂tηEx , ∂y∂tξH

)
+

∑
e∈Th

(
−

∫
∂e
∂tη̂H∂tξ

(in)
Ex

n(in)
y

+

∫
∂e
∂tη̂H∂tξ

(in)
Ey

n(in)
x +

∫
∂e

(∂tη̂Eyn
(in)
x − ∂tη̂Exn

(in)
y )∂tξ

(in)
H

)
.

(4.46)
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Using the same argument as the stability analysis on the LHS, we obtain:

(
∂t2ξD, ∂tξE

)
+
µ0µ

2
∂t∥∂tξH∥

2

=
(
∂t2ηD, ∂tξE

)
+ µ0µ(∂t2ηH, ∂tξH) +

(
∂tηH, ∂y∂tξEx − ∂x∂tξEy

)
− (∂tηEy , ∂x∂tξH) +

(
∂tηEx , ∂y∂tξH

)
+

∑
e∈Th

(
−

∫
∂e
∂tη̂H∂tξ

(in)
Ex

n(in)
y

+

∫
∂e
∂tη̂H∂tξ

(in)
Ey

n(in)
x +

∫
∂e

(∂tη̂Eyn
(in)
x − ∂tη̂Exn

(in)
y )∂tξ

(in)
H

)
.

(4.47)

Similarly, by differentiating (4.37), (4.38), and (4.40) with respect to t2, and

choosing ϕx = ∂t2ξEx , ϕy = ∂t2ξEy and ψ = ∂t2ξH respectively, we have:

(
∂t3ξD, ∂t2ξE

)
+
µ0µ

2
∂t∥∂t2ξH∥

2

=
(
∂t3ηD, ∂t2ξE

)
+ µ0µ(∂t3ηH, ∂t2ξH) +

(
∂t2ηH, ∂y∂t2ξEx − ∂x∂t2ξEy

)
− (∂t2ηEy , ∂x∂t2ξH) +

(
∂t2ηEx , ∂y∂t2ξH

)
+

∑
e∈Th

(
−

∫
∂e
∂t2 η̂H∂t2ξ(in)

Ex
n(in)

y

+

∫
∂e
∂t2 η̂H∂t2ξ(in)

Ey
n(in)

x +

∫
∂e

(∂t2 η̂Eyn
(in)
x − ∂t2 η̂Exn

(in)
y )∂t2ξ(in)

H

)
.

(4.48)

We multiply (4.43) and (4.47) by ω2
p and sum them with (4.42), (4.44) and (4.48)

to attain the formula for the LHS:

LHS =
1
2

d
dt

[
||∂tξD||

2 + ||M
1
2
CξD||

2+

ϵ0λ2

(
||M−

1
2

A ∂t2ξE||
2 + 2ω2

p||M
−

1
2

A ∂tξE||
2 + ω4

p||M
−

1
2

A ξE||
2
)

+ µ0µ
(
ω2

p||∂tξH||
2 + ||∂t2ξH||

2
)]
− ϵ0λ2

(
M−1

A ∂t2ξE + ω
2
pM−1

A ξE, ∂tξD
)

−

(
MC∂tξD, ∂t2ξE

)
− ω2

p

(
MCξD, ∂tξE

)
.

(4.49)
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Next, we consider the RHS. Using the fact that ξEx , ξEy , ξDx , ξDy and ξH are in

space Pk(e), the property of the projections (Πu)t = Πut, and the definition of the

L2 projection: ∫
e
(Πu − u)vdx = 0 ∀v ∈ Pk(e),

we conclude that all inner products of η and ξ terms equal to zero. Therefore, we

obtain:

RHS =
∑
e∈Th

(
ω2

p

(
−

∫
∂e
∂tη̂H∂tξ

(in)
Ex

n(in)
y +

∫
∂e
∂tη̂H∂tξ

(in)
Ey

n(in)
x

+

∫
∂e

(∂tη̂Eyn
(in)
x − ∂tη̂Exn

(in)
y )∂tξ

(in)
H

)
−

∫
∂e
∂t2 η̂H∂t2ξ(in)

Ex
n(in)

y

+

∫
∂e
∂t2 η̂H∂t2ξ(in)

Ey
n(in)

x +

∫
∂e

(∂t2 η̂Eyn
(in)
x − ∂t2 η̂Exn

(in)
y )∂t2ξ(in)

H

)
.

(4.50)

Consider the first term on the RHS, by applying the Cauchy-Schwarz inequality

firstly, and using the approximating property of polynomial preserving operators

(Theorem 3.4.1 in [12]) on the ηH and the standard inverse inequality [12] on the

ξEx , we have

∑
e∈Th

∫
∂e
∂tη̂H∂tξ

(in)
Ex

n(in)
y ≤

∑
e∈T

1
δh

∫
∂e

∣∣∣∂tη̂H

∣∣∣2 + δh
∫
∂e

∣∣∣∂tξ
(in)
Ex

∣∣∣2
≤ C

∑
e∈Th

(
1
δ
||∂tηH||

2
L∞(e) + δh2

||∂tξEx ||
2
L∞(e)

)
≤ Ch2k

||∂tH||2Hk+1(Ω) + C||∂tξEx ||
2
L2(Ω),

(4.51)

with any δ > 0. Note that the constant C may have different values in each term,

but is independent of the mesh size h.

Using the same arguments on the remaining terms, we obtain the following

inequality:
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1
2

d
dt

[
||∂tξD||

2 + ||M
1
2
CξD||

2 + ϵ0λ2

(
||M−

1
2

A ∂t2ξE||
2 + 2ω2

p||M
−

1
2

A ∂tξE||
2

+ ω4
p||M

−
1
2

A ξE||
2
)
+ µ0µ

(
ω2

p||∂tξH||
2 + ||∂t2ξH||

2
)]

≤ Ch2k
(
||∂tE||2Hk+1 + ||∂t2E||2Hk+1 + ||∂tH||2Hk+1 + ||∂t2H||2Hk+1

)
+ C

(
||∂tξE||

2 + ||∂t2ξE||
2 + ||∂tξH||

2 + ||∂t2ξH||
2
)

+ ϵ0λ2

(
M−1

A ∂t2ξE + ω
2
pM−1

A ξE, ∂tξD
)
+

(
MC∂tξD, ∂t2ξE

)
+ ω2

p

(
MCξD, ∂tξE

)
.

(4.52)

Finally, applying the Cauchy-Schwarz inequality, and then using the Gronwall

inequality, the error estimates of the L2 projections, and the triangle inequality, we

can conclude the proof. ■

4.3.2.2 The error analysis on rectangular meshes

In general, using the flux and boundary condition (4.14)-(4.19), the stability

and error analysis on tensor-product rectangular meshes are the same as those on

triangular meshes. However, inspired by [53], if we modify the fluxes at the PEC

boundary by adding suitable jump terms, and by using tensor-product DG spaces,

the optimal error accuracy can be proved mathematically, and can be observed in

the numerical tests.

We firstly define the rectangular mesh. For simplicity, we consider a rect-

angular domain Ω = [ax, bx] × [ay, by], which is discretized by the cells Ii j =

[xi− 1
2
, xi+ 1

2
] × [y j− 1

2
, y j+ 1

2
] := Ii × J j for 1 ≤ i ≤ Nx and 1 ≤ j ≤ Ny. The mesh
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sizes are defined as hx
i = xi+ 1

2
− xi− 1

2
and hy

j = y j+ 1
2
− y j− 1

2
, with hx = max1≤i≤Nx hx

i ,

hy = max1≤ j≤Ny hy
j , and h = max(hx, hy). The finite element space Vk

h is chosen as

Vk
h = {v : v|Ii j ∈ Qk(Ii j)},

where Qk(Ii j) is the space of the tensor products of one dimensional polynomials

with degree at most k over the cell Ii j. For simplicity, let uh(x+
i+ 1

2
, y) (or u+h (xi+ 1

2
, y)

or (uh)+
i+ 1

2 ,y
) and uh(x−

i+ 1
2
, y) (or u−h (xi+ 1

2
, y) or (uh)−

i+ 1
2 ,y

) denote the limit value of uh

at xi+ 1
2

from the right cell Ii+1, j, and from the left cell Ii, j respectively. uh(x, y+
j+ 1

2
)

(or u+h (x, y j+ 1
2
) or (uh)+

x, j+ 1
2
), and uh(x, y−

j+ 1
2
) (or u−h (x, y j+ 1

2
) or (uh)−

x, j+ 1
2
) are defined

similarly. By setting the fixed direction βββ = (1, 1), the alternating fluxes become:

Êxh(x, y j+ 1
2
) = E+xh(x, y j+ 1

2
), (4.53)

Êyh(xi+ 1
2
, y) = E+yh(xi+ 1

2
, y), (4.54)

Ĥh(x, y j+ 1
2
) = H−h (x, y j+ 1

2
), (4.55)

Ĥh(xi+ 1
2
, y) = H−h (xi+ 1

2
, y). (4.56)

To achieve the optimal convergence, instead of letting the fluxes Ĥh(x, y 1
2
) =

H+(x, y 1
2
) and Ĥh(x 1

2
, y) = H+(x 1

2
, y) as in (4.19), we apply the PEC boundary con-

dition as stated below:
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Êxh(x, y 1
2
) = 0, (4.57)

Êyh(x 1
2
, y) = 0, (4.58)

Ĥh(x, y 1
2
) = H+h (x, y 1

2
) + c0

s
Exh(x, y 1

2
)
{
, (4.59)

Ĥh(x 1
2
, y) = H+h (x 1

2
, y) − c0

s
Eyh(x 1

2
, y)

{
. (4.60)

The constant c0 is independent of the mesh size h, and in the following nu-

merical tests, c0 is chosen as 1
2 . The jump cross the cell boundaries is denoted as

JuK = u+ − u−. Here JExh(x, y 1
2
)K = E+xh(x, y 1

2
) − 0, and JEyh(x 1

2
, y)K = E+yh(x 1

2
, y) − 0.

Using the fluxes and boundary conditions (4.53)-(4.60), and following the same

argument as in Section 3.1, we can verify the stability of the method. For the error

analysis, we have the following theorem.

Theorem 4.3.3. Suppose that the analytical solutions (Ex,Ey,Dx,Dy,H) of (4.1)-(4.4)

are smooth enough, and (Exh,Eyh,Dxh,Dyh,Hh) are the corresponding numerical

solutions of (4.10)-(4.13) on the rectangular mesh. With the alternating flux (4.53)-

(4.56) and the PEC boundary condition (4.57)-(4.60), we have the following error

estimate:
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[
||∂tD − ∂tDh||

2 + ||M
1
2
C(D −Dh)||2 + ϵ0λ2

(
||M−

1
2

A (∂t2E − ∂t2Eh)||2

+ 2ω2
p||M

−
1
2

A (∂tE − ∂tEh)||2 + ω4
p||M

−
1
2

A (E − Eh)||2
)

+ µ0µ
(
ω2

p||∂tH − ∂tHh||
2 + ||∂t2H − ∂t2Hh||

2
)]

(t)

≤ Ch2k+2 +

[
||∂tD − ∂tDh||

2 + ||M
1
2
C(D −Dh)||2+

ϵ0λ2

(
||M−

1
2

A (∂t2E − ∂t2Eh)||2 + 2ω2
p||M

−
1
2

A (∂tE − ∂tEh)||2+

ω4
p||M

−
1
2

A (E − Eh)||2
)
+ µ0µ

(
ω2

p||∂tH − ∂tHh||
2 + ||∂t2H − ∂t2Hh||

2
)]

(0).

(4.61)

Here k ≥ 1 is the order of the basis function Vk
h, and C is a positive constant

independent of the mesh size h.

Proof. To prove the theorem, we firstly need to define some new projections [53].

The 1D projections in the x direction

P±x : H1(Ii)→ Pk(Ii)

are defined as the functions in the k-th degree polynomial space that satisfy

∫
Ii

(P+x u − u)vdx = 0 ∀v ∈ Pk−1(Ii), and P+x u(x+
i− 1

2
) = u(x+

i− 1
2
), (4.62)

∫
Ii

(P−x u − u)vdx = 0 ∀v ∈ Pk−1(Ii), and P−x u(x−
i+ 1

2
) = u(x−

i+ 1
2
). (4.63)

The 1D projections in the y direction P±y are defined in the same way. Besides,
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the standard L2 projections in the x and y directions are denoted as

Px : H1(Ii)→ Pk(Ii), Py : H1(J j)→ Pk(J j).

Next, we use the tensor products of the 1D projections to define the 2D projec-

tions in cell Ii j. In particular, we define the projection

Π1 = Px ⊗ P+y : H2(Ii j)→ Qk(Ii j),

which satisfies that: For any u ∈ H2(Ii j) and any test function ϕ ∈ Qk(Ii j):

∫
Ii j

Π1u(x, y)
∂ϕ(x, y)
∂y

dxdy =
∫

Ii j

u(x, y)
∂ϕ(x, y)
∂y

dxdy, (4.64)

∫
Ii

Π1u
(
x, y+

j− 1
2

)
ϕ

(
x, y+

j− 1
2

)
dx =

∫
Ii

u
(
x, y+

j− 1
2

)
ϕ

(
x, y+

j− 1
2

)
dx. (4.65)

The projection

Π2 = P+x ⊗ Py : H2(Ii j)→ Qk(Ii j),

which satisfies that: For any u ∈ H2(Ii j) and any ϕ ∈ Qk(Ii j):

∫
Ii j

Π2u(x, y)
∂ϕ(x, y)
∂x

dxdy =
∫

Ii j

u(x, y)
∂ϕ(x, y)
∂x

dxdy, (4.66)

∫
J j

Π2u
(
x+

i− 1
2
, y

)
ϕ

(
x+

i− 1
2
, y

)
dy =

∫
J j

u
(
x+

i− 1
2
, y

)
ϕ

(
x+

i− 1
2
, y

)
dy. (4.67)
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The projection

Π3 = P−x ⊗ P−y : H2(Ii j)→ Qk(Ii j),

which satisfies that: For any u ∈ H2(Ii j) and any ϕ ∈ Qk−1(Ii j):

∫
Ii j

Π3u(x, y)ϕ(x, y)dxdy =
∫

Ii j

u(x, y)ϕ(x, y)dxdy, (4.68)

∫
Ii

Π3u
(
x, y−

j+ 1
2

)
ϕ

(
x, y−

j+ 1
2

)
dx =

∫
Ii

u
(
x, y−

j+ 1
2

)
ϕ

(
x, y−

j+ 1
2

)
dx, (4.69)

∫
J j

Π3u
(
x−

i+ 1
2
, y

)
ϕ

(
x−

i+ 1
2
, y

)
dy =

∫
J j

u
(
x−

i+ 1
2
, y

)
ϕ

(
x−

i+ 1
2
, y

)
dy, (4.70)

Π3u
(
x−

i+ 1
2
, y−

j+ 1
2

)
= u

(
x−

i+ 1
2
, y−

j+ 1
2

)
. (4.71)

Finally, the usual 2D L2 projection is denoted as

Π4 = Px ⊗ Py : H2(Ii j)→ Qk(Ii j).

The good properties of the projections including the uniqueness and the opti-

mal error estimate can be found in Lemmas 3.1-3.3 in [53].

The errors between the exact solutions and the numerical solutions can be

decomposed by using the above projections:

EEx = Ex − Exh = (Π1Ex − Exh) − (Π1Ex − Ex) := ξEx − ηEx ,

EEy = Ey − Eyh = (Π2Ey − Eyh) − (Π2Ey − Ey) := ξEy − ηEy ,

EDx = Dx −Dxh = (Π4Dx −Dxh) − (Π4Dx −Dx) := ξDx − ηDx ,
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EDy = Dy −Dyh = (Π4Dy −Dyh) − (Π4Dy −Dy) := ξDy − ηDy ,

EH = H −Hh = (Π3H −Hh) − (Π3H −H) := ξH − ηH,

Then, following the exact steps in Sect. 4.3.2.1, and using definitions of the pro-

jections (4.62)-(4.71) and the property (Πu)t = Πut, we obtain the equation of the

errors:

1
2

d
dt

[
||∂tξD||

2 + ||M
1
2
CξD||

2 + ϵ0λ2

(
||M−

1
2

A ∂t2ξE||
2 + 2ω2

p||M
−

1
2

A ∂tξE||
2

+ ω4
p||M

−
1
2

A ξE||
2
)
+ µ0µ

(
ω2

p||∂tξH||
2 + ||∂t2ξH||

2
)]

≤ GD + ω2
p


Ny∑
j=1

TEX j(∂tηH, ∂tξEx) +
Nx∑
i=1

TEYi(∂tηH, ∂tξEy)


+

Ny∑
j=1

TEX j(∂t2ηH, ∂t2ξEx) +
Nx∑
i=1

TEYi(∂t2ηH, ∂t2ξEy)

− ω2
p

 Nx∑
i=1

c0

∫
Ii

(∂tξ
+
Ex

(x, y 1
2
))2 +

Ny∑
j=1

c0

∫
Ii

(∂tξ
+
Ey

(x 1
2
, y))2


−

 Nx∑
i=1

c0

∫
Ii

(∂t2ξ+Ex
(x, y 1

2
))2 +

Ny∑
j=1

c0

∫
Ii

(∂t2ξ+Ey
(x 1

2
, y))2

 .

(4.72)

The GD, which contains all good terms, is defined as:

GD = −ε0λ2

(
M−1

A ∂t2ηE, ∂tξD
)
+ ε0λ2ω

2
p

(
M−1

A ηE, ∂tξD
)

+ ε0λ2ω
2
p

(
M−1

A ∂t2ηE, ∂tξE
)
+ ε0λ2ω

4
p

(
M−1

A ηE, ∂tξE
)

+ ε0λ2

(
M−1

A ∂t3ηE, ∂t2ξE
)
+ ε0λ2ω

2
p

(
M−1

A ∂tηE, ∂t2ξE
)

+ µ0µω
2
p(∂t2ηH, ∂tξH) + µ0µ(∂t3ηH, ∂t2ξH)

+ ϵ0λ2

(
M−1

A ∂t2ξE + ω
2
pM−1

A ξE, ∂tξD
)

+
(
MC∂tξD, ∂t2ξE

)
+ ω2

p

(
MCξD, ∂tξE

)
,

(4.73)
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and the terms TEX j(ηH, ξEx) and TEXi(ηH, ξEy) are defined as

TEX j =

Nx∑
i=1

(
−

∫
Ii

(
η̂Hξ

−

Ex
(x, y j+ 1

2
) − η̂Hξ

+
Ex

(x, y j− 1
2
)
)
+

∫
Ii j

ηH∂yξEx

)
, (4.74)

TEYi =

Ny∑
j=1

(∫
Ii

(
η̂Hξ

−

Ey
(xi+ 1

2
, y) − η̂Hξ

+
Ey

(xi− 1
2
, y)

)
−

∫
Ii j

ηH∂xξEy

)
. (4.75)

By using the following inequalities in [53, Lemmas 3.3-3.4]:

Ny∑
j=2

TEX j(ηH, ξEx) ≤ Ch2k+2 + ∥ξEx∥
2,

Nx∑
i=2

TEYi(ηH, ξEy) ≤ Ch2k+2 + ∥ξEy∥
2,

TEX1(ηH, ξEx) −
Nx∑
i=1

c0

∫
Ii

(ξ+Ex
(x, y 1

2
))2
≤ Ch2k+2 + ∥ξEx∥

2,

TEY1(ηH, ξEy) −
Ny∑
j=1

c0

∫
I j

(ξ+Ey
(x 1

2
, y))2

≤ Ch2k+2 + ∥ξEy∥
2,

(4.76)

we have

RHS ≤ GD + ω2
p(Ch2k+2 + C||∂tξE||

2) + (Ch2k+2 + C||∂t2ξE||
2). (4.77)

Applying the Cauchy-Schwarz inequality on the good terms, and using the opti-

mal error estimate of the projections (see Lemma 3.3 in [74]), and finally applying

the Gronwall inequality and the triangle inequality, we conclude the proof. ■



Chapter Five

The fully-discrete LDG methods for

the carpet cloak model
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5.1 The fully-discrete DG method

In this section, we propose the fully discrete leap-frog DG method to solve the

carpet cloak model on unstructured meshes. The stability analysis will be given

and the numerical results of the carpet cloak simulations will be provided. Before

we define the fully-discrete scheme, we introduce the following central difference

operators in time: For any time sequence function un,

δτun+ 1
2 :=

un+1
− un

τ
, δ2

τu
n :=

δτun+ 1
2 − δτun− 1

2

τ
=

un+1
− 2un + un−1

τ2 .

The averaging operators are defined as:

un
=

un+1 + un−1

2
, ŭn =

un+ 1
2 + un− 1

2

2
.

Moreover, we need the following discrete Gronwall inequality to prove the

discrete stability:

Lemma 5.1.1. [68, Lemma 4.1.2] Assume that the sequence un satisfies

u0 ≤ g0, and u0 ≤ g0 + rτ
n−1∑
s=0

us, ∀n ≥ 1,

where g0, r and τ are some positive constants. Then we have

un ≤ g0 · (1 + rτ)n
≤ g0 · exp(rnτ), ∀n ≥ 1.

Now we consider the following leap-frog LDG scheme: For any n ≥ 0, find
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Dn+1
xh , Dn+1

yh , Hn+ 1
2

h , En+1
xh , En+1

yh ∈ Vk
h such that

∫
e
δτD

n+ 1
2

xh ϕx +

∫
e
Hn+ 1

2
h ∂yϕx −

∫
∂e

Ĥn+ 1
2

h ϕ(in)
x n(in)

y = 0, (5.1)∫
e
δτD

n+ 1
2

yh ϕx −

∫
e
Hn+ 1

2
h ∂xϕy +

∫
∂e

Ĥn+ 1
2

h ϕ(in)
y n(in)

x = 0, (5.2)

ε0λ2

∫
e

(
M−1

A δ
2
τE

n
h + ω

2
pM−1

A E
n
h

)
· u =

∫
e

(
δ2
τD

n
h +MCD

n
h

)
· u, (5.3)

µ0µ

∫
e
δτHn

hψ −

∫
e
En

yh∂xψ +

∫
e
En

xh∂yψ +

∫
∂e

(
Ên

yhn(in)
x − Ên

xhn(in)
y

)
ψ = 0, (5.4)

for all test functions ϕx, ϕy,u, ψ ∈ Vk
h, with the following fluxes consistent with

(4.14)-(4.19):

Ên
xh = En,R

xh (5.5)

Ên
yh = En,R

yh (5.6)

Ĥn+ 1
2

h = Hn+ 1
2 ,L

h (5.7)

Ên
xh = 0, on y = c, d (5.8)

Ên
yh = 0, on x = a, b (5.9)

Ĥn+ 1
2

h = Hn+ 1
2 ,(in)

h , on ∂Ω. (5.10)

With the above preparation, we can now prove the following energy identity,

which is really the discrete form of the energy identity (4.21).

Theorem 5.1.2. For the solution (Dn+1
h ,Hn+ 1

2
h ,En+1

h ) of the leap-frog LDG scheme
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(5.1)-(5.4), we define the discrete energy at time level m:

ENGl f (m) = ||δτD
m+ 1

2
h ||

2 +
1
2

(
||M

1
2
CDm+1

h ||
2 + ||M

1
2
CDm

h ||
2
)

+ ε0λ2||M
−

1
2

A δ2
τE

m+1
h ||

2 +
ε0λ2ω2

p

2

(
3||M−

1
2

A δτE
m+ 1

2
h ||

2 + ||M−
1
2

A δτE
m− 1

2
h ||

2
)

+
ε0λ2ω4

p

2

(
||M−

1
2

A Em+1
h ||

2 + ||M−
1
2

A Em
h ||

2
)

+ µ0µ
[
ω2

p(δτHm+1
h , δτHm

h ) + (δ2
τH

m+ 1
2

h , δ2
τH

m− 1
2

h )
]
.

(5.11)

Suppose the time step satisfies the constraint:

τ ≤ min


1

√
ε0λ2∥M

−
1
2

A || +
∥M
−

1
2

A MB∥

2
√
ε0λ2

,

√
ε0λ2

ωp∥M
1
2
CM

1
2
A∥

 , (5.12)

then we have

ENGl f (m) ≤ C · ENGl f (0) · exp(cmτ), ∀m ≥ 1, (5.13)

where C and c are positive constants independent of mesh size h and time step τ.

Proof. To make the proof easy to follow, we divide it into several major parts.

(I) Choosing u = τ
2 (δτD

n+ 1
2

h + δτD
n− 1

2
h ) = τδτD̆

n
h in (5.3), and using the identity

(
MCD

n
h ,
τ
2

(δτD
n+ 1

2
h + δτD

n− 1
2

h )
)

=

(
MC

Dn+1
h +Dn−1

h

2
,

(Dn+1
h −Dn

h) + (Dn
h −Dn−1

h )
2

)
=

1
4

(||M
1
2
CDn+1

h ||
2
− ||M

1
2
CDn−1

h ||
2),

(5.14)
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we have

1
2

(||δτD
n+ 1

2
h ||

2
− ||δτD

n− 1
2

h ||
2) +

1
4

(||M
1
2
CDn+1

h ||
2
− ||M

1
2
CDn−1

h ||
2)

= τε0λ2

[
(M−1

A δ
2
τE

n
h , δτD̆

n
h) + ω2

p(M−1
A E

n
h , δτD̆

n
h)
]
.

(5.15)

(II) Choosing u = τ
2 (δτE

n+ 1
2

h + δτE
n− 1

2
h ) = τδτĔ

n
h in (5.3), and using the identity

(
M−1

A E
n
h ,
τ
2

(δτE
n+ 1

2
h + δτE

n− 1
2

h )
)

=

(
M−1

A

En+1
h + En−1

h

2
,

(En+1
h − En

h) + (En
h − En−1

h )
2

)
=

1
4

(||M−
1
2

A En+1
h ||

2
− ||M−

1
2

A En−1
h ||

2),

(5.16)

we obtain

ε0λ2

2
(||M−

1
2

A δτE
n+ 1

2
h ||

2
− ||M−

1
2

A δτE
n− 1

2
h ||

2)

+
ε0λ2ω2

p

4
(||M−

1
2

A En+1
h ||

2
− ||M−

1
2

A En−1
h ||

2)

= τ
(
δ2
τD

n
h +MCD

n
h , δτĔ

n
h

)
.

(5.17)

Using (5.3) to subtract themselves with n replaced by n − 1, then choosing

u = 1
2 (δ2

τE
n
h + δ

2
τE

n−1
h ) = δ2

τĔ
n− 1

2
h , and using the identity

(
M−1

A (E
n
h − E

n−1
h ),

1
2

(δ2
τE

n
h + δ

2
τE

n−1
h )

)
=

(
M−1

A

(En+1
h + En−1

h ) − (En
h + En−2

h )
2

,

δτE
n+ 1

2
h − δτE

n− 1
2

h

2τ
+
δτE

n+ 1
2

h − δτE
n− 3

2
h

2τ

)
=

1
4

(
M−1

A (δτE
n+ 1

2
h + δτE

n− 3
2

h ), δτE
n+ 1

2
h − δτE

n− 3
2

h

)
=

1
4

(||M−
1
2

A δτE
n+ 1

2
h ||

2
− ||M−

1
2

A δτE
n− 3

2
h ||

2),

(5.18)
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we obtain

ε0λ2

2
(||M−

1
2

A δ2
τE

n
h ||

2
− ||M−

1
2

A δ2
τE

n−1
h ||

2)

+
ε0λ2ω2

p

4
(||M−

1
2

A δτE
n+ 1

2
h ||

2
− ||M−

1
2

A δτE
n− 3

2
h ||

2)

= τ
(
δ3
τD

n− 1
2

h +MCδτD
n− 1

2
h , δ2

τĔ
n− 1

2
h

)
.

(5.19)

(III) Multiplying (5.17) by ω2
p, and adding the result together with (5.15) and

(5.19), we have

1
2

(||δτD
n+ 1

2
h ||

2
− ||δτD

n− 1
2

h ||
2) +

1
4

(||M
1
2
CDn+1

h ||
2
− ||M

1
2
CDn−1

h ||
2)

+
ε0λ2

2
(||M−

1
2

A δ2
τE

n+1
h ||

2
− ||M−

1
2

A δ2
τE

n
h ||

2)

+
ε0λ2ω2

p

4
(||M−

1
2

A δτE
n+ 3

2
h ||

2
− ||M−

1
2

A δτE
n− 1

2
h ||

2)

+
ε0λ2ω2

p

2
(||M−

1
2

A δτE
n+ 1

2
h ||

2
− ||M−

1
2

A δτE
n− 1

2
h ||

2)

+
ε0λ2ω4

p

4
(||M−

1
2

A En+1
h ||

2
− ||M−

1
2

A En−1
h ||

2)

= τε0λ2(M−1
A δ

2
τE

n
h + ω

2
pM−1

A E
n
h , δτD̆

n
h)

+ τ
(
δ3
τD

n+ 1
2

h +MCδτD
n+ 1

2
h , δ2

τĔ
n+ 1

2
h

)
+ τω2

p

(
δ2
τD

n
h +MCD

n
h , δτĔ

n
h

)
.

(5.20)

After dividing both sides of (5.20) by τ, we can see that (5.20) is really a discrete

form of (4.27)!

(IV) Similar to the semi-discrete case, now we need to bound the terms δ3
τD

n+ 1
2

h

and δ2
τD

n
h on the RHS of (5.20).

Using (5.1) and (5.2) to subtract themselves with n replaced by n−1, respectively,
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then letting ϕx =
1
τδτĔ

n
xh and ϕy =

1
τδτĔ

n
yh and adding the results together, we have

∫
e
δ2
τD

n
h · δτĔ

n
h +

∫
e
δτHn

h · ∂yδτĔn
xh −

∫
e
δτHn

h · ∂xδτĔn
yh

−

∫
∂e
δτĤn

h · δτĔ
n(in)
xh n(in)

y +

∫
∂e
δτĤn

h · δτĔ
n(in)
yh n(in)

x = 0.
(5.21)

Using (5.4) with n replaced by n + 1 to subtract itself with n replaced by n − 1,

then choosing ψ = 1
2τδτH

n
h , and using the identity

En+1
yh − En−1

yh = τ(
En+1

yh − En
yh

τ
+

En
yh − En−1

yh

τ
)

= τ(δτE
n+ 1

2
yh + δτE

n− 1
2

yh )

= 2τδτĔn
yh,

(5.22)

we have

µ0µ

2τ

∫
e
(δτHn+1

h − δτHn−1
h )δτHn

h −

∫
e
δτĔn

yh · ∂xδτHn
h +

∫
e
δτĔn

xh · ∂yδτHn
h

+

∫
∂e

(δτ ˘̂En
yhn(in)

x − δτ
˘̂En

xhn(in)
y )δτH

n(in)
h = 0.

(5.23)

Adding (5.21) and (5.23) together, then using integration by parts, and sum-

ming up the result over all elements, we obtain

(δ2
τD

n
h , δτĔ

n
h) +

µ0µ

2τ
(δτHn+1

h − δτHn−1
h , δτHn

h )

+
∑
e∈Th

∫
∂e

(−δτĤn
h · δτĔ

n(in)
xh n(in)

y + δτĤn
h · δτĔ

n(in)
yh n(in)

x )

+
∑
e∈Th

∫
∂e

(−δτH
n(in)
h · δτĔ

n(in)
yh n(in)

x + δτH
n(in)
h · δτĔ

n(in)
xh n(in)

y )

+
∑
e∈Th

∫
∂e

(δτ ˘̂En
yhn(in)

x − δτ
˘̂En

xhn(in)
y )δτH

n(in)
h = 0.

(5.24)
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We assign all boundary integral terms of (5.24) into Gx and Gy classes:

Gx =
∑
e∈Th

∫
∂e

(−δτĤn
h · δτĔ

n
xhn(in)

y + δτHn
h · δτĔ

n
xhn(in)

y − δτHn
h · δτ

˘̂En
xhn(in)

y ),

Gy =
∑
e∈Th

∫
∂e

(δτĤn
h · δτĔ

n
yhn(in)

x − δτHn
h · δτĔ

n
yhn(in)

x + δτHn
h · δτ

˘̂En
yhn(in)

x ).
(5.25)

By regrouping terms by sides of the elements and using the definitions of the

numerical fluxes Ĥn
h and Ên

xh, we have:

Gx =
∑
s∈SI

nR
y

∫
s

(
−δτHn,L

h · δτĔ
n,R
xh + δτH

n,L
h · δτĔ

n,L
xh + δτH

n,R
h · δτĔ

n,R
xh

−δτHn,L
h · δτĔ

n,L
xh − δτH

n,R
h · δτĔ

n,R
xh + δτH

n,L
h · δτĔ

n,R
xh

)
+∑

s∈STop

nR
y

∫
s

(
−δτH

n,(in)
h δτĔ

n,(in)
xh + δτH

n,(in)
h δτĔ

n,(in)
xh − δτH

n,(in)
h δτ

˘̂En
xh

)
+

∑
s∈SBottom

nR
y

∫
s

(
−δτH

n,(in)
h δτĔ

n,(in)
xh + δτH

n,(in)
h δτĔ

n,(in)
xh − δτH

n,(in)
h δτ

˘̂En
xh

)
= 0,

(5.26)

where SI denotes the set of all non-boundary sides, STop represents the set of sides

on y = d, and SBottom on y = c.

Similarly, we can prove that Gy = 0. Substituting Gx = Gy = 0 into (5.24), we

have

(δ2
τD

n
h , δτĔ

n
h) = −

µ0µ

2τ
(δτHn+1

h − δτHn−1
h , δτHn

h ), (5.27)

which is the discrete form of (4.34).
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(V) Following the same technique as (IV), we can obtain

(δ3
τD

n− 1
2

h , δ2
τĔ

n− 1
2

h ) = −
µ0µ

2τ
(δ2
τH

n+ 1
2

h − δ2
τH

n− 3
2

h , δ2
τH

n− 1
2

h ), (5.28)

which is the discrete form of (4.35).

Substituting (5.27) and (5.28) into (5.20), we have

1
2

(||δτD
n+ 1

2
h ||

2
− ||δτD

n− 1
2

h ||
2) +

1
4

(||M
1
2
CDn+1

h ||
2
− ||M

1
2
CDn−1

h ||
2)

+
ε0λ2

2
(||M−

1
2

A δ2
τE

n
h ||

2
− ||M−

1
2

A δ2
τE

n−1
h ||

2)

+
ε0λ2ω2

p

4
(||M−

1
2

A δτE
n+ 1

2
h ||

2
− ||M−

1
2

A δτE
n− 3

2
h ||

2)

+
ε0λ2ω2

p

2
(||M−

1
2

A δτE
n+ 1

2
h ||

2
− ||M−

1
2

A δτE
n− 1

2
h ||

2)

+
ε0λ2ω4

p

4
(||M−

1
2

A En+1
h ||

2
− ||M−

1
2

A En−1
h ||

2)

+
µ0µ

2

[
ω2

p(δτHn+1
h − δτHn−1

h , δτHn
h ) + (δ2

τH
n+ 1

2
h − δ2

τH
n− 3

2
h , δ2

τH
n− 1

2
h )

]
= τε0λ2(M−1

A δ
2
τE

n
h + ω

2
pM−1

A E
n
h , δτD̆

n
h) + τ

(
MCδτD

n− 1
2

h , δ2
τĔ

n− 1
2

h

)
+ τω2

p

(
MCD

n
h , δτĔ

n
h

)
,

(5.29)

which is the discrete form of (4.36).

Multiplying (5.29) by 2, then summing up the result from n = 1 to n = m, and

using the identity

m∑
n=1

(an+1 − an−1, an) = (am+1, am) − (a1, a0), (5.30)
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we obtain

ENGLF(m) − ENGLF(0) =
m∑

n=1

2
[
τε0λ2(M−1

A δ
2
τE

n
h + ω

2
pM−1

A E
n
h , δτD̆

n
h)

+ τ(MCδτD
n− 1

2
h , δ2

τĔ
n− 1

2
h ) + τω2

p(MCD
n
h , δτĔ

n
h)
]
.

(5.31)

Then, we just need to bound the RHS terms of (5.31) and use Lemma 5.1.1 to

finish the proof. By using the following two inequalities and estimating the RHS

terms one by one:

2ab ≤ a2 + b2,
(a + b

2

)2

≤
1
2

(a + b)2,

we obtain the following four estimates:

m∑
n=1

2τε0λ2(M−1
A δ

2
τE

n
h , δτD̆

n
h)

≤

m∑
n=1

2τε0λ2∥M
−

1
2

A ∥∥M
−

1
2

A δ2
τE

n
h∥∥

1
2
δτ(D

n+ 1
2

h +Dn− 1
2

h )∥

≤ τ
√
ε0λ2∥M

−
1
2

A ∥

m∑
n=1

(
ε0λ2∥M

−
1
2

A δ2
τE

n
h∥

2

+
1
2

(∥δτD
n+ 1

2
h ∥

2 + ∥δτD
n− 1

2
h ∥

2)
)
,

(5.32)
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m∑
n=1

2τε0λ2ω
2
p(M−1

A E
n
h , δτD̆

n
h)

≤

m∑
n=1

2τε0λ2ω
2
p∥M

−
1
2

A ∥∥M
−

1
2

A
1
2

(En+1
h + En−1

h )∥∥
1
2
δτ(D

n+ 1
2

h +Dn− 1
2

h )∥

≤ τ
√
ε0λ2∥M

−
1
2

A ∥

m∑
n=1

2
√
ε0λ2ω

2
p∥

1
2

(M−
1
2

A En+1
h +M−

1
2

A En−1
h )∥

· ∥
1
2
δτ(D

n+ 1
2

h +Dn− 1
2

h )∥

≤ τ
√
ε0λ2∥M

−
1
2

A ∥

m∑
n=1

(ε0λ2ω4
p

2
(∥M−

1
2

A En+1
h ∥

2 + ∥M−
1
2

A En−1
h ∥

2)

+
1
2

(∥δτD
n+ 1

2
h ∥

2 + ∥δτD
n− 1

2
h ∥

2)
)
,

(5.33)

m∑
n=1

2τ(MCδτD
n− 1

2
h , δ2

τĔ
n− 1

2
h )

=

m∑
n=1

2τ
(
M−1

A MB ·
1
2
δτ(D

n+ 1
2

h +Dn− 3
2

h ),
1
2
δ2
τ(E

n
h + En−1

h )
)

≤

m∑
n=1

τ∥M−
1
2

A MB∥
√
ε0λ2

· 2∥
1
2
δτ(D

n+ 1
2

h +Dn− 3
2

h )∥ ·
√
ε0λ2∥M

−
1
2

A
1
2
δ2
τ(E

n
h + En−1

h )∥

≤
τ∥M−

1
2

A MB∥
√
ε0λ2

m∑
n=1

(1
2

(∥δτD
n+ 1

2
h ∥

2 + ∥δτD
n− 3

2
h ∥

2)

+
ε0λ2

2
(∥M−

1
2

A δ2
τE

n
h∥

2 + ∥M−
1
2

A δ2
τE

n−1
h ∥

2)
)
,

(5.34)

and
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m∑
n=1

2τω2
p(MCD

n
h , δτĔ

n
h)

=

m∑
n=1

2τω2
p

(
M

1
2
C

1
2

(Dn+1
h +Dn−1

h ),M
1
2
CM

1
2
AM−

1
2

A
1
2
δτ(E

n+ 1
2

h + En− 1
2

h )
)

≤
τωp∥M

1
2
CM

1
2
A∥

√
ε0λ2

m∑
n=1

2∥M
1
2
C

1
2

(Dn+1
h +Dn−1

h )∥

·

√
ε0λ2ωp∥M

−
1
2

A
1
2
δτ(E

n+ 1
2

h + En− 1
2

h )∥

≤
τωp∥M

1
2
CM

1
2
A∥

√
ε0λ2

m∑
n=1

(1
2

(∥M
1
2
CDn+1

h ∥
2 + ∥M

1
2
CDn−1

h )∥2)

+
ε0λ2ω2

p

2
(∥M−

1
2

A δτE
n+ 1

2
h ∥

2 + ∥M−
1
2

A δτE
n− 1

2
h ∥

2)
)

(5.35)

Substituting (5.32)-(5.35) into (5.31), and choosing the time step τ to make the

coefficients of ∥M
1
2
CDn+1

h ∥, ∥δτD
n+ 1

2
h ∥, ∥M−

1
2

A En+1
h ∥, ∥M

−
1
2

A δτE
n+ 1

2
h ∥ on the LHS smaller

than those on the RHS:

τωp∥M
1
2
CM

1
2
A∥

2
√
ε0λ2

≤
1
2
, τ

√
ε0λ2∥M

−
1
2

A +
τ∥M−

1
2

A MB∥

2
√
ε0λ2

≤ 1,

τ
√
ε0λ2∥M

−
1
2

A ∥ ≤ 1,
τωp∥M

1
2
CM

1
2
A∥

√
ε0λ2

≤ 3,

(5.36)

which is equivalent to (5.12). Finally by applying the discrete Gronwall inequality

given in Lemma 5.1.1, we finish the proof. ■
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5.2 Numerical results

We now present two accuracy tests of the leap-frog DG methods (5.1)-(5.4) on

the rectangular mesh and unstructured mesh, to verify the proved convergence

results. Additionally, some numerical simulations of the cloaking phenomenon

will be shown.

5.2.1 The error table on triangular meshes

We use the model in [54, Sect. 5] to test the convergence rate of our model:

∂tDx =
∂H
∂y
, (5.37)

∂tDy = −
∂H
∂x
, (5.38)

ε0λ2

(
M−1

A ∂t2E + ω2
pM−1

A E
)
= ∂t2D +MCD + f (tn), (5.39)

µ0µ∂tH = −∇ × E, (5.40)

where the source term f is

f (x, y, t) = ε0λ2

(
M−1

A ∂t2E + ω2
pM−1

A E
)
− ∂t2D −MCD. (5.41)
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The model has exact solutions

Ex(x, y, t) = cos(ωx) sin(ωy)e−ω f t, (5.42)

Ey(x, y, t) = − sin(ωx) cos(ωy)e−ω f t, (5.43)

Dx(x, y, t) =
−2ω
µ0µω2

f

cos(ωx) sin(ωy)e−ω f t, (5.44)

Dy(x, y, t) =
−2ω
µ0µω2

f

(− sin(ωx) cos(ωy))e−ω f t, (5.45)

H(x, y, t) =
−2ω
µ0µω f

cos(ωx) cos(ωy)e−ω f t. (5.46)

We use the unit square as our physical domain, which is partitioned by the

triangular mesh. Fig. 5.1 shows a sample coarse mesh.

Figure 5.1: Sample mesh for the unit region.

We couple the leap-frog time discretization with the second and third order

DG methods, and apply the alternating fluxes and the PEC boundary conditions

(5.5)-(5.10) to solve the model. The physical parameters in the test are chosen as:

H1 = 0.05, H2 = 0.2, d = 0.2, ϵ0 = µ0 = π, µ = 4π, T = 0.1.
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Table 5.1: L2 errors and orders obtained the DG method for E,D, and H on the
unstructured mesh.

k=1
Level of refinement E error order D error order H error order

1 1.15 E-01 5.31 E-01 9.91 E-02
2 4.17 E-02 1.29 2.09 E-01 1.34 3.06 E-02 1.69
3 1.38 E-02 1.77 5.98 E-02 1.80 1.33 E-02 1.19
4 4.67 E-03 1.56 1.88 E-02 1.66 2.49 E-03 2.42
5 2.24 E-03 1.05 8.69 E-03 1.11 6.63 E-04 1.91

k=2
Level of refinement E error order D error order H error order

1 2.66 E-02 1.21 E-01 1.99 E-02
2 4.60 E-03 2.53 2.07 E-02 2.54 3.49 E-03 2.51
3 7.31 E-04 2.65 3.11 E-03 2.73 4.71 E-04 2.88
4 1.27 E-04 2.51 4.90 E-04 2.66 6.68 E-05 2.82
5 2.82 E-05 2.17 1.50 E-04 2.21 9.10 E-06 2.87

The time step is chosen as τ = 0.01h for the second order DG method, and

τ = 0.01h
3
2 for the third order DG method, where h is the mesh size. The L2 errors

and the corresponding convergence rates of ||En+1
h − E(tn+1)||, ||Dn+1

h −D(tn+1)||, and

||Hn+ 1
2

h −H(tn+ 1
2
)|| are shown in Table 5.1. We observe the sub-optimal convergence

rates of O(hk) in the L2 norm, which is consistent with Theorem 4.3.2.

5.2.2 The error table on rectangular meshes

Next, we partition the unit square domain with the rectangular mesh, and

apply the alternating fluxes with additional jump terms on the PEC boundary

conditions (4.53)-(4.60) to simulate the model (5.37)-(5.40). To achieve the optimal

order of convergence, we set the initial conditions as:

Exh(0) = Π1Ex(0), Eyh(0) = Π2Ey(0), Dxh(0) = Π4Dx(0),

Dyh(0) = Π4Dy(0), Hh(0) = Π3H(0).
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Table 5.2: L2 errors and orders obtained from the leap-frog DG method for E,D,
and H on the rectangular mesh.

k=1
# cells E error order D error order H error order
10 × 10 1.38 E-02 8.98 E-02 1.38 E-02
20 × 20 3.40 E-03 1.95 2.26 E-02 1.96 3.40 E-03 1.95
40 × 40 8.67 E-04 1.97 5.73 E-03 1.98 8.67 E-04 1.97
80 × 80 2.18 E-04 1.99 1.43 E-03 1.99 2.18 E-04 1.99

160 × 160 5.47 E-05 2.00 3.60 E-04 1.99 5.47 E-05 2.00
k=2

# cells E error order D error order H error order
10 × 10 7.93 E-03 2.18 E-02 6.57 E-03
20 × 20 9.85 E-04 3.00 2.75 E-03 2.98 8.41 E-04 2.96
40 × 40 1.22 E-04 3.01 3.47 E-04 2.98 1.10 E-04 2.97
80 × 80 1.52 E-05 3.00 4.33 E-05 2.99 1.37 E-05 3.01

160 × 160 1.90 E-06 3.00 5.42 E-06 2.99 1.71 E-06 3.00

Table. 5.2 shows the L2 errors and the convergence rates in this case. As proved

in Theorem 4.3.3, the optimal order of accuracy is obtained.

5.2.3 The wave propagation cross the cloaking region

To see the invisibility cloaking phenomenon, we test our leap-frog DG scheme

on Example 2 in [54], where the physical domain is [−0.6, 0.6]m × [0, 0.6]m, and

the physical parameters for the simulation are

H1 = 0.1m, H2 = 0.4m, d = 0.4m, τ = 1e − 13s.

The domain is partitioned by the unstructured triangular mesh with mesh size

h = 0.01m, and it is surrounded by a perfectly matched layer (PML) of thickness
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15h to absorb outgoing waves. Here we use the classical 2D Berenger PML, whose

governing equations are [50]:

ϵ0∂tE +

 σy 0

0 σx

 E = ∇ ×Hz, (5.47)

µ0∂tHzx + σmxHzx = −
∂Ey

∂x
, (5.48)

µ0∂tHzy + σmyHzy =
∂Ex

∂y
, (5.49)

where Hz = Hzx + Hzy represents the magnetic field, and the parameters σi and

σm,i, i = x, y denote the electric and the magnetic conductivities in the x- and y-

directions respectively.

In the domain, an incident Gaussian wave

H(x, y, t) = sin(2π f ) exp(−
|x − xc|

2

L2 )

is imposed along a line segment with endpoints (−d, d/2) and (−d/2, d). We set the

frequency f = 2GHz, L = 0.25
√

2d, and xc = (−3d/4, 3d/4), where x = (x, y) is an

arbitrary point on the segment. The Fig. 5.2 shows that the computational domain

is wrapped by the green PML region. The red quadrilateral region represents the

cloaking region, where the carpet cloak model (4.1-4.4) is solved. The rest blue

region is vacuum, where the standard Maxwell equation is solved. The numerical

magnetic field H at different time steps are shown in Fig. 5.3, and it can be observed

that the wave looks like the one reflecting from the flat ground, and the the hidden

region is invisible to the observers at the far end.

For the comparison, the simulation of the magnetic field H without the cloaking

material is presented in Fig. 5.4, and the cloak phenomenon disappears in this case.
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Figure 5.2: The computational domain for Examples 5.3 and 5.4.

Figure 5.3: Example 5.3 (with metamaterial). The magnetic field H obtained at
12000, 24000, 40000, and 50000 time steps (oriented counterclockwise).
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Figure 5.4: Example 5.3 (without metamaterial). The magnetic field H obtained at
12000, 24000, 40000, and 50000 time steps (oriented counterclockwise).

5.2.4 The wave propagation with a vertical incident wave source

We repeat Example 5.2, and substitute the incident Gaussian wave to a vertical

source wave H(x, y, t) = 0.1 sin(2π f ) with the frequency f = 2GHz on edge x =

−0.6m. The numerical solutions of H at each time step are shown in Fig. 5.5.

This result shows that the plane wave pattern is perfectly recovered after passing

through the cloaking region, and we conclude that the cloaking phenomenon is

also achieved in this case.
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Figure 5.5: Example 5.4. The magnetic field H obtained at 12000, 24000, 40000,
and 50000 time steps (oriented counterclockwise).



Chapter Six

Conclusion
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This dissertation presents two topics: the first one is the development of the

limiter applied on the DG methods, and the second one is about the application

of the LDG methods on a physical model.

In the first part, we design a MLP based TVB limiter for solving hyperbolic

conservation laws in one and two dimensional scalar and system cases using DG

schemes. In comparison with the classical minmod-based TVB limiter with an em-

pirically chosen TVB constant M, the new MLP based TVB limiter has following

advantages. First of all, the MLP limiter is able to control spurious oscillations near

discontinuities without excessive smearing, while maintaining the original high

order accuracy in smooth regions, including near smooth extrema. Furthermore,

the MLP procedure automates the choice of the TVB constant M, thus eliminates

the need to choose M in an ad hoc fashion. This is especially important for hyper-

bolic systems, for which no rigorous mathematical guidance exists for the choice

of M. Secondly, the model training can be performed offline, leaving the online

computation efficient involving only a few low-cost matrix multiplications.Thus

it is simple to modify the standard DG code to apply the new limiter, and the extra

coding only involves a few lines. Last but not the least, the MLP based TVB limiter

works well for the DG scheme of various orders of accuracy, and give the same or

even better performance than the classical TVB limiter with manually chosen TVB

constant M through trial and error, for an extensive list of numerical test problems

in 1D and 2D.

In the second part, we develop the leap-frog DG scheme for solving the time-

domain carpet cloak model. We prove the stability and the sub-optimal order

of convergence for the semi-discrete scheme on triangular meshes, and the opti-

mal order of convergence on rectangular meshes with tensor-product DG spaces.

Then, the conditional stability for the fully-discrete scheme with the time step



95

constraint τ = O(h) is proved. Numerically, the sub-optimal convergence rate

on unstructured meshes and the optimal convergence rate on rectangular meshes

with tensor-product DG spaces are verified in the error accuracy tests. Moreover,

simulations of wave propagation in the carpet cloak region are presented.
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