8. THE NORMAL DISTRIBUTION

The normal distribution with mean p and variance o2 has the
following density function:

H=-3¢ pu-20 U-o i U+oc u+2c0 u+3o



The normal distribution 1s sometimes called a Gaussian
Distribution, after its inventor, C.F. Gauss (1777-1855).

We won't need the formula for the normal 7 (x) , just tables of
areas under the curve.

* f(x) has a bell shape, 1s symmetrical about u, and reaches its
maximum at L.

 u and o determine the center and spread of the distribution.

* The empirical rule holds for all normal distributions:
68% of the area under the curve lies between (L — &, U + G)
95% of the area under the curve lies between (U — 206, u + 26)
99.7% of the area under the curve lies between (L — 36, u + 306)



* The inflection points of f(x) are at u — o, u + . This
helps us to draw the curve. It also allows us to visualize &
as a measure of spread in the normal distribution.

* f(x) extends indefinitely in both directions, but almost all
of the area under f(x) lies within 4 standard deviations from
the mean (1 — 4o, u + 4c). Thus, outliers more than 4
standard deviations from the mean will be extremely rare 1f
the population distribution is normal.



 There are many different normal distributions, one for each
choice of the parameters p and c.




The normal distribution plays an extremely important role in
statistics because

1) It 1s easy to work with mathematically

2) Many things in the world have nearly normal distributions:

Heights of ocean waves (but not Tsunamis!)

IQ scores (by design).

Stock Returns, according to Black-Scholes Theory.
Weights of “4 ounce” bags of M&Ms.

The high temperature in Central Park on January 1.

The distance from the darts to the bulls-eye on a dartboard.



3) Sample means tend to have normal distributions, even if the
random variables being averaged do not. This amazing fact
provides the foundation for statistical inference, and therefore for
many of the things we will do 1n this course.

4) The normal distribution has been used to estimate value at risk
(VaR). By definition, the 5% VaR for a given portfolio over a
given time horizon is the 95" percentile of the loss on the
portfolio. (So there’s only a 5% chance that the loss will exceed
the 5% VaR.) The loss 1s a random variable, with an unknown
distribution, sometimes assumed to be normal. Unfortunately,
asset returns have heavy tails (they are leptokurtic). This is the
so-called black swan effect. So normality-based VaR calculations
tend to underestimate risk.



A normal random variable with u = 0 and 6®= 1 is said to have
the standard normal distribution.

Although there are infinitely many normal distributions, there
1s only one standard normal distribution.




All normal distributions are bell-shaped, but the bell for the
standard normal distribution has been standardized so that its
center 1s at zero, and its spread (the distance from the center to
the inflection points) 1s 1. This 1s the same standardization used
in computing z-scores, so we will often denote a standard
normal random variable by Z. We will use ¢(z) to denote the
density function for a standard normal.

To calculate probabilities for standard normal random

variables, we need areas under the curve ¢(z). These are
tabulated in Table 5.



Table 5 Normal Curve Areas

Table 5, Normal
Curve Areas
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2580 2611 2642 2673 2704 2734 2764 2794 2823 2852
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i.0 3413 3438 34461 3485 3508 3531 3554 3577 3589 3621
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1.2 3849 3869 3888 3907 3925 3944 3962 3980 3997 40155
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1.8 4641 4649 46560 Abod 4071 AGT8 468 L4693 4699 4706
1.9 A713 4719 AT26 4732 4738 A7dd 4750 4756 4761 4767
2.0 4772 AT78 4783 ATEB 4793 4798 A803 4808 4812 4817

2.1 4821 4826 4830 4834 4838 4842 A8da L4850 AR54 4857
2.2 4861 4864 4868 4871 4875 ABTR 48481 L4884 ARBT 48008
2.3 A893 4896 4898 A901 4904 A9 4909 4911 4913 4916
24 4918 4920 A0ZE 4925 4927 4929 4931 4932 4934 4936
2.5 4435 4940 A941 A943 4945 4246 A948 4949 4951 4952
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Sowrce: Abridged from Table 1 of A. Hald, Statisdeal Tables and Fovmulas (New York: John Wiley & Sons, Inc.), 1952, Reproduced by
peemission of A Hald and the publisher,




To avoid confusion, replace z in Table 5 by z,,.
In the diagram, change z to z,, and then label the horizontal axis
as the z-axis.

Table 5 gives the areas under ¢(z) between z =0 and z = z,,.
This 1s the probability that a standard normal random variable
will take on a value between 0 and z,,.

For example, the probability that a standard normal 1s between 0
and 2 1s 0.4772.

The table includes only positive values z,,.
To get areas for more general intervals, use the symmetry
property, and the fact that the total area under ¢(z) must be 1.



Eg: If Z 1s standard normal, compute
P(-1<Z<1),P(-2<Z<2)and P(-3 <Z <3).

Solution:
P(-1<72<1)=2(0.3413) =0.6826
P(-2<7<2)=2(0.4772)=0.9544
P(—3 <72 <3)=2(0.4987)=0.9974.

Note: This shows that the empirical rule holds for standard
normal distributions. We still need to prove it for general normal
distributions.

Eg: Compute the probability that a standard normal RV will be
a) Between 1 and 3
b) Greater than —0.47
c) Less than —1.35.



Solutions:

Denoting the areas by integrals, we have (try drawing some
pictures)

2) fq)(z)dz = f¢(z)dz —} 0(z)dz = 04987 — 03413 = 0.1574
1 0 0

b) of(l)(z)a’z = ?(I)(z)dz +Of(|)(z)dz = 0.1808 +0.50 = 0.6808

—0.47 —0.47 0
—-1.35 1.35

c) j #(2)dz = j #(z)dz — j #(z)dz =0.50—0.4115 = 0.0885



Eg: What's the 95™ percentile of a standard normal distribution?

Solution: Since we've been given the probability and need to
figure out the z-value, we have to use Table 5 in reverse. Since
the 50™ percentile of a standard normal distribution is zero, the
95t percentile is clearly greater than zero.

So we need to find the entry inside of Table 5 which 1s as close
as possible to 0.45. In this case, there are two numbers which
are equally close to 0.45. They are 0.4495 (z=1.64) and 0.4505
(z=1.65).

So the 95t percentile is 1.645. In other words, there is a 95%
probability that a standard normal will be less than 1.645.



Eg: z-scores on an IQ test have a standard normal
distribution. If your z-score 1s 2.7, what 1s your percentile
score?

Solution: To figure out what percentile this score 1s in, we
need to find the probability of getting a lower score, and
then multiply by 100.

We have Pr(Z<2.7) = 0.5 + 0.4965 = 0.9965. So the
percentile score 1s 99.635.



Converting to z-scores

Suppose X is normal with mean p and variance 6. Any
probability involving X can be computed by converting to the
z-score, where Z = (X—u)/c.

Eg: If the mean IQ score for all test-takers 1s 100 and the

standard deviation is 10, what 1s the z-score of someone with a
raw 1Q score of 1277

The z-score defined above measures how many standard
deviations X 1s from 1ts mean.

The z-score 1s the most appropriate way to express distances
from the mean. For example, being 27 points above the mean 1s
fantastic if the standard deviation 1s 10, but not so great if the
standard deviation is 20. (z=2.7, vs. z=1.35).



Important Property: If X 1s normal, then Z = (X—u)/c 1s
standard normal, that 1s, E(Z) =0, Var(Z) = 1.

Therefore, P(a<X<b) can be computed by finding the probability
that a standard normal 1s between the two corresponding
z-scores, (a—w)/c and (b—p)/c .

Fortunately, we only need one normal table: the one for the
standard normal. This makes sense, since all normal distributions
have the same shape. Things would be much more complicated 1f
we needed a different table for each value of u and c!



*For any normal random variable, we can compute the probability
that 1t will be within 1,2,3 standard deviations of its mean.

This 1s the same as the probability that the z-score will be within
1,2,3 units from zero. (Why?) Since Z 1s standard normal, the
corresponding probabilities are 0.6826, 0.9544, 0.9974, as

computed earlier.

e Thus, the “empirical rule” 1s exactly correct for any normal
random variable.



Empirical Rule

— 68% of data —

7 95% of data
// 99.7% of data
) - ]
-3 2 1 0 1




Eg 1: Suppose the current price of gold is $930/Ounce. Suppose
also that the price 1 month from today has a normal
distribution with mean u=930 and standard deviation 6=15
(obtained from recent estimates of volatility).

a) Compute the probability that the price in 1 month will be
at or below $900/Ounce.

b) If you own 1 Ounce of gold what 1s the 5% VaR?

Eg 2: Suppose that GMAT scores are normally distributed with a
mean of 530 and a variance of 10,000.
a) What is the probability that a randomly selected student's
score 1s at most 7807
b) At least 4007
c) Between 500 and 600?
d) Below what score do 95% of the scores lie?



Eg 3: A company manufactures 1/8” rivets for use in an
airplane wing. Due to imperfections in the manufacturing
process, the diameters of the rivets are actually normally
distributed with mean pu =1/8” and standard deviation 6. In
order for the rivets to fit properly into the wing, their diameters
must meet the 1/8” target to within a tolerance of £0.01". To
what extent must the company control the variation in the
manufacturing process to ensure that at least 95% of all rivets
will fit properly?
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