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Abstract  Of all statistical distributions, the standard 
normal is perhaps the most popular and widely used. Its use 
often involves computing the area under its probability curve. 
Unlike many other statistical distributions, there is no closed 
form theoretical expression for this area in case of the normal 
distribution. Consequently it has to be approximated. While 
there are a number of highly complex but accurate 
algorithms, some simple ones have also been proposed in 
literature. Even though the simple ones may not be very 
accurate, they are nevertheless useful as accuracy has to be 
gauged vis-à-vis simplicity. In this short paper, we present 
another simple approximation formula to the cumulative 
distribution function of standard normal distribution. This 
new formula is fairly good when judged vis-à-vis its 
simplicity.  
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1. Introduction 
In the collection of statistical distributions, the most well 

known and most frequently used across all domains is the 
standard normal distribution. In doing so, the area under the 
standard normal probability curve is calculated. This is often 
expressed as a function of the cumulative distribution 
function (cdf) of the distribution. Since a closed form 
expression of this cdf does not exist, it becomes necessary to 
approximate it. These days, many softwares like Ms-Excel 
and statistical softwares like SAS, SPSS provide for 
computation of this cdf using highly sophisticated 
algorithms.                 

Even with the advent of computers, there has been an 
interest in providing simple approximating this cdf. A review 
of the literature points to three approaches to the construction 
of an approximation. The most popular among them is the 
construction of approximation formulas. The second 
approach uses distributions that closely resemble the normal 
distribution under specific conditions. The third approach 
involves construction of bounds. In all these approaches, the 

approximations or bounds have been for the standard normal 
variety.  
Various approximations and bounds are placed below.  
i. Tocher (1963) : Φ(x) ≈ e 2kx/(1+ e 2kx) where k =  

π
2  

ii. Zelen and Severo (1964):  
Φ(x) ≈ 1- (0.4361836 t – 0.1201676 t2 + 0.9372980 t3 ) 
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where t = (1+0.33267x)-1 
iii. A popular bound found in many probability texts (for 

example, Feller 1968). For x > 0 
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iv. Page (1977): Φ(x) ≈ 0.5{1+ tanh(y)} where y= π
2
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v. Hammakar (1978): 1- Φ(x) ≈ 
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vi. Abernathy (1988): Φ(x) ≈ 0.5+ 
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vii. Lin(1989): 1- Φ(x) ≈ 
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0 
viii. Lin(1990): 1- Φ(x) ≈ 1/(1+ey) where y = 4.2

( ){ }x9x −π  , x > 0 
ix. (ix) Bagby(1995): 
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x. (x) Szarek bounds (1999): For x > -1 
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xi. Byrc (2002A):  
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xii. Byrc (2002B):Φ(x) ≈ 1- 
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xiii. Standard Logistic cdf  (Johnson and Kotz, 1994) : 
Φ(x) ≈ F(x) = {1+ exp(-πx/√3)}-1  

xiv. Shore(2005): ( )
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xv. Aludaat and Alodat (2008):
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xvi. Winitzki (2008): 
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It is therefore clear that the topic has been of interest for more 
than half a decade.  

2. A Simple Approximation Formula 
We first note that it is enough to present an approximation 

formula for x > 0.  We concentrate on the tail area 
probability and suggest the following approximation formula 
for it. 
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Then a simple approximation to the standard normal cdf is 

( ) ≈Φ x 1- 1
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3. Conclusion  
In this paper we have proposed a very simple 

approximation to the cdf of standard normal distribution. We 
endeavored to present a simplistic approximation formula 
with reasonable accuracy. Our formula is so simple that it 
can be implemented in any hand held calculator. Accuracy of 
any approximation has to be seen vis a vis the simplicity of 
the approximation. The maximum absolute error of our 
approximation is 0.0001922. In other words, even though 
our approximation is very simple, it provides a minimum 
accuracy of three digits. We calculated mean absolute error 
of our formula for x=0.00005 (0.00005) 3.0 and it was found 
to be 5.54339E-05. An algorithm for constructing a function 
for cdf of standard normal distribution can now be designed. 
We place in the appendix a pseudocode for constructing such 

a function. 

4. Appendix 
Subroutine Std_Normal_CDF(x : float as input, z : float as 
output) 
variables: pi,x,y,z : float 
indi : integer 
pi = 3.14159265358979 
begin case 
case: x < 0  
indi = 1,  
x = (-1)*x 
case: x ≥ 0  
indi = 0 
end case 
y =1- (1/(2*sqrt(2*pi))) * exp(-sqr(x)/2)  /  (0.226+0.64*x 
+ 0.33 *sqrt(x*x+3)) 
begin case 
case:  indi=1 
z = 1 – y 
case:  indi = 0 
z = y 
end case 
return (z) 
End of Subroutine Std_Normal_CDF 
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