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#### Abstract

Modern cryptosystems allow the use of operation in prime fields with special kind of modules that can speed up the prime field operation: multiplication, squaring, exponentiation. The authors took into account in the optimizations: the CPU architecture and the multiplicity of the degree of the modulus in relation to the machine word width. As example, shown adopted module reduction algorithms hard-coded for modern CPU in special form of pseudo-Mersenne prime $p=2^{130}-5$ used in MAC algorithm Poly1305, $p=2^{255}-19$ - in electronic signature algorithm EdDSA and $p=2^{768}-9659$ - in short message encryption algorithm DSTU 9041. These algorithms have been software implemented on both 32-bit and 64-bit platforms and compared with Barrett modular reduction algorithm for different pseudo-Mersenne and generalized-Mersenne modules. Timings for proposed and Barrett algorithms for different modules are presented and discussed.


Index Terms: Pseudo-mersenne Prime, Modular Reduction, Multiplication, Barrett Reduction, Electronic Signature, MAC, Finite Field, TLS.

## 1. Introduction

Modern information systems are characterized by inconceivable connections, without which they cannot function effectively. These systems can be distributed in both trusted and aggressive environments such as the local network and the external Internet. However, current recommendations for developing OWASP applications [1] emphasize the use of the secure HTTPS protocol based on the highly secure TLS v1.2 and TLS v1.3 protocols [2]. The TLS protocol employs various cryptographic algorithms that provide basic services such as confidentiality, integrity, authorship, and non-repudiation for data transmitted over the network.

TLS v1.3 has certain technical improvements, such as an optimized handshake procedure to establish a secure connection, and it also allows clients to resume interactions with servers more quickly. These methods are designed to
minimize connection establishing delay and the amount of lost connections on unstable networks, which are frequently claimed as a justification to only provide unencrypted HTTP connections. A further reduction in the time for establishing a handshake is possible by reducing the time required to perform the operation of signature creation signing and verification, as well as key agreement [2], which are just based on the ECDSA-ECDH, EdDSA-EdDH algorithms, as well as using symmetric encryption in TLS v1.3 [2] according to AEAD-ChaCha20-Poly1305.

Various modern classical cryptographic algorithms, such as electronic signature ECDSA [3], EdDSA [4], key agreement scheme ECDH on elliptic curves [5] and on Edwards elliptic curves EdDH [6], short message encryption DSTU 9041:2020 [7] were analyzed. These algorithms use computationally heavy operations over points on elliptic curves over prime fields. Such operations as point scalar multiplication, point addition and point doubling based on operations over point coordinates as prime field elements. The speed up of modular reduction operation will speed up all arithmetic field operation.

Additionally an authenticated encryption with additional data AEAD-ChaCha20-Poly1305 [8], and Poly1305 [8] for calculating message authentication codes were analyzed as well. These algorithms based on operations over prime field elements. The speed up of modular reduction operation will speed up all arithmetic field operation.

The objective of this research is to reduce the time to establish a handshake and key agreement in TLS by reducing the time to perform the operations of electronic signature creation and verification by reducing the time to perform basic arithmetic operations in the prime field by reducing the time to perform the modulo reduction operation.

The object of research is the process of cryptographic transformations when establishing a TLS connection.
The subject of the study is the execution time of the modulo reduction operation, which underlies the arithmetic operations in the prime field.

In the process of research, the following tasks are solved: a review of existing modulo reduction algorithms of a special type - pseudo-Mersenne, which are used to form a prime field, which is used as a base for elliptic curves; development of optimized reduction algorithms by a special pseudo-Mersenne modulus, based on known algorithms; software implementation for modern hardware platforms is being carried out; comparison of optimized algorithms with the universal Barrett reduction algorithm.

## 2. Background

### 2.1. Prime Mersenne Modules and their Uses

In the prime fields, the operation of reduction by a large prime modulo plays a crucial role, as it is implicitly present in every operation in the field, such as addition, multiplication, squaring, exponentiation, root extraction, and inversion. Well-known algorithms for modulo reduction operations include Montgomery and Barrett algorithms [9,10]. Barrett algorithm is best for small arguments, and Montgomery method is best for sequential multiplications (ordinary exponentiation modulo). There is also a modification of the Barrett algorithm [11], which allows parallelizing the process of modulo reduction into two and multiply threads due to delayed carry and modified Barrett with single fold [12] requires incrementally more pre-computation, but reduces the overall amount of multiplication and addition that is required. While these algorithms have their own areas of application, they are computationally complex.

Researches [13,14] shows that the unordinary primes use are enable significantly simplify the reduction algorithms, in terms of computational complexity - reduce the number of arithmetic operations. In cryptography, they have found application: prime numbers of a general form, as well as prime numbers of a special form [15]: prime Mersenne

$$
\begin{equation*}
p=b^{m}-1 \tag{1}
\end{equation*}
$$

pseudo-Mersenne

$$
\begin{equation*}
p=b^{m}-c \tag{2}
\end{equation*}
$$

and as well as generalized pseudo-Mersenne

$$
\begin{equation*}
p=b^{m}+c_{n-1} b^{m-1}+\ldots c_{0} \tag{3}
\end{equation*}
$$

This method is not linked to the simplicity of the modules to its size.
The "sparseness" property of such prime numbers of a special form [13-16] makes it possible to significantly reduce the number of arithmetic operations required for modulo reduction. The authors of this paper describe a modified algorithm for modular reduction of pseudo-Mersenne primes and their practical experience in efficiently implementing algorithms for modulo reduction operations, considering CPU architecture and the degree of the highest terms of the module.

### 2.2. Based Modulo Reduction Algorithm

Pseudo-Mersenne primes have become widely used in standards NIST FIPS 186-4 [17], SEC2 [18], DSTU $9041: 2019$ [7], RFC 8032 [4], and have the form $p=b^{m}-1$, where the number $b=2^{w}, w$ - usually corresponds to the width machine word, $m$ - is the number of machine words that the prime number occupies, and $c$ - is a small integer that is not bigger than machine word size. The properties of these prime numbers were taken into account in the development of Algorithm 1 [15], shown in Fig.1. As input, the algorithm receives a large integer, which is obtained by multiplying two integers that do not bigger the modulus. This algorithm is given preference over Barrett algorithm because it uses fewer heavy operations, such as multiplications. Because it considers the structure of a prime number.

In step 1, a large double-precision integer $z$ is represented as the higher and lower parts obtained as a result of division by $b^{m}$, as an integer quotient $q$ and the remainder of the division $r$. In fact, it is necessary to operate with machine words: the higher machine words after $b^{m}$ should be saved into $q$, and the lower words into $r$. Further, in step 2 , as the result of multiplying the quotient by a small integer $q$, is calculated $R q$. After that, in step 3, the remainder $r$ of the division and the quotient $q$ are added, followed by saving the result into $C$. Steps 4-5 are checked in most cases, while the loop in step 6 is performed no more than twice.

```
Algorithm 1. Reduction of \(z<b^{2 m}\) by a modulus \(p=b^{m}-c\).
Input: \(z<b^{2 m}, p=b^{m}-c\), where \(0<c<b\) and \(m \geq 2\).
Output: \(z M O D p\).
    \(q=z D I V b^{m}, r=z M O D b^{m}\)
    \((R q, q)=q \cdot c\)
    \((C, r)=r+q\)
    if \(R q>0\) then
    \(4.1(C 1, r)=r+R q \cdot c\)
    4.2 \(C=C+C l\)
    end if
    while \(C>0\) or \(r \geq p\) do
    \(6.1 r=(r-p) M O D b^{m}\)
    6.2 \(C=C-1\)
    end while
    return \(r\)
```

Fig.1. Algorithm of reduction of $z<b^{2 m}$ by a modulus $p=b^{m}-c$

## 3. Modified Modulo Reduction Method

Unfortunately, Algorithm 1 is applicable for prime numbers that have a power that is a divisible of the machine word width near the highest term, for example $2^{128}$ or $2^{256}$. For modulo reduction, where the leading term has a degree that is not a divisible of the machine word width, Algorithm 1 requires significant modification.

For this it is necessary to consider three possible cases of modulo reduction of a large number of double precision, taking into account the CPU architecture, which will be discussed in more detail below: occupies an odd number of machine words, an example can be a pseudo-Mersenne module $p=2^{130}-5$ from RFC 8439 [8]; an even number of machine words, but the degree of the modulus is not a multiple of the machine word width, where the modulus $p=2^{255}-19$ from RFC 8032 [4] is used; the degree of the module is a multiple of the length of the machine word, where the pseudo-Mersenne modules $p=2^{256}-1539, \quad p=2^{384}-7467, p=2^{512}-6579$ and $p=2^{768}-22467$ from DSTU 9041:2020 are also used.

The authors propose to align the higher part of the dividend: the bits of the dividend exceeding the modulus are aligned along the machine word boundary so that further operations can be performed with it. The modification of the lower part of the dividend was also performed, from which the higher part was removed - the bits of the dividend are higher than the module.

Suppose that $w$ is the machine word width, according to the chosen architecture; $n$ is the number of machine words that a large double precision number occupies. The number of machine words resulting from the multiplication is calculated as $n=\lceil 2 \cdot m / w\rceil$, and $a=m M O D w$ - number of significant modulo bits in high word.

As an example, consider the pseudo-Mersenne modulo of the form $p=2^{130}-5$, which is used in the Poly1305 message authentication code from RFC 8439 [8]. The result of the multiplication is a large double precision number, which is subject to modulo reduction, where the values of bits from 260 to 287 are zero, and all the rest are significant. Using the representation of the dividend in the form of machine words, the selection of the higher part and the lower
part is performed. The higher part is aligned to the machine word boundary, and in the lower part the higher bits exceeding the modulus are set to zero. These actions are described in Algorithm 2 step 1-7, shown on Fig.3. Since the calculation result occupies only $\lceil n / 2\rceil$ machine words, the higher words $r$ and $q$ are set to zero. Fig. 2 graphically shows quotient alignment on a machine word boundary for a 32-bit architecture (x86, ARM32, RV32) and clearing the higher part of the remainder from division.


Fig.2. Graphical representation of the filling initial values $r$ and $q$ for a module $p=2^{130}-5$ with $w=32$
Further, in step 8, the quotient $q$ is multiplied by the number 5, and in the next step 9, the parameter $d$ is calculated, which allows to find out how many significant bits are in the word after the previous multiplication and for further verification in step 13. The probability of an event hitting the block of the verification item 13 is $1 / 5$, which is confirmed by empirical estimates. In steps 10-12, the quotient is added to the remainder of the division, after which the 30 most significant bits in the 5th word are set to zero and, which indicates the presence of non-zero least significant two bits, is calculated. The parameter $c$ is necessary for checking in the loop of item 15 , where the remainder of the division by the modulus decreases, until the remainder of the division becomes less than the modulo. Empirical estimates confirm that the probability of falling into the cycle of item 15 is $1 / 2$ for a dividend that has a uniform distribution of unit bits, and its degree is close to the maximum permissible.

```
Algorithm 2. Reduction of \(z<2^{260}\) by a modulus \(p=2^{130}-5\).
Input: \(z<2^{260}, p=2^{130}-5, w=32 . \quad\) 12. \(r_{4} \&=0 x 00000003\)
Output: \(z=z M O D p . \quad 13\).if \((d!=0)\) then
    \(q_{0}=\left(z_{5} \ll 30\right) \mid\left(z_{4} \gg 2\right)\)
    13.1. \(r+=5 \cdot d\)
    \(q_{1}=\left(z_{6} \ll 30\right) \mid\left(z_{5} \gg 2\right)\)
    13.2. \(c+=\left(r_{4} \gg 2\right), r_{5}=0\)
    \(q_{2}=\left(z_{7} \ll 30\right) \mid\left(z_{6} \gg 2\right)\)
    13.3. \(r_{4} \&=0 x 00000003\)
    \(q_{3}=\left(z_{8} \ll 30\right) \mid\left(z_{7} \gg 2\right)\)
    14. end if
    \(q_{4}=\left(z_{8} \gg 2\right) \& 0 x 00000003\)
    15. while \(((c!=0) \|(r>p))\) do
    \(r_{0}=z_{0}, r_{1}=z_{1}, r_{2}=z_{2}, r_{3}=z_{3}\)
        15.1. \(r-=p, r_{5}=0\)
        15.2. \(r_{4} \&=0 x 00000003\)
    \(r_{4}=z_{4} \& 0 x 00000003\)
        15.3. \(c=(c!=0) ?(c-1): 0\)
    \(q=5 \cdot q, q_{5}=0\)
    \(d=\left(q_{4} \gg 2\right), q_{4} \&=0 x 00000003\)
    16. end while
    17. return \(r\).
    \(r+=q\)
1. \(c=\left(\left(r_{s} \ll 30\right) \mid\left(r_{1} \gg 2\right)\right), r_{s}=0\)
```

Fig.3. Algorithm of reduction of $z<2^{260}$ by a modulus $p=2^{130}-5$ with $w=32$
The next example $p=2^{255}-19$ is the reduction of a pseudo-Mersenne prime from RFC 8032 [4]. When implementing Algorithm 3 (Fig.4) of reduction by such a modulo, a different tactic is proposed: shifts are performed in the opposite direction to form the initial values $r$ and $q$. Because degree of modulo is not 1 bit enough to be the multiple of the machine word width. The difference from Algorithm 2 is that with each modification of $r$ and $q$, it is necessary to set the most significant bit in the most significant word to zero.

In Algorithm 3, the probability of an event falling into the body of the check of step 17 is $2 / 3$, and into the loop of step 19 is $2 / 5$. It is confirmed by empirical estimates, for a dividend having a uniform distribution of non-zero bits and its degree is close to the maximum allowable.

The following is Algorithm 4 of reduction by $p=2^{768}-9659$ pseudo-Mersenne prime from DSTU 9041:2019
[7]. Unlike the previous Algorithms 2 and 3, the initial filling of the quotient $q$ and the remainder $r$ of the division is performed by ordinary copying without shifts of steps 1-4, since the degree of the modulus is a multiple of the length of the machine word. Fig. 5 graphically shows the filling of the quotient $q$ and the remainder $r$ of the division, for a 64-bit architecture (x86-64, ARM64, RV64).

```
```

Algorithm 3. Reduction of z<< 250 by a modulus p=2 255}-19\mathrm{ .

```
```

Algorithm 3. Reduction of z<< 250 by a modulus p=2 255}-19\mathrm{ .
Input: z< 2
Input: z< 2
Output: r =zMOD p}\mathrm{ .
Output: r =zMOD p}\mathrm{ .
q}=(\mp@subsup{z}{8}{<<<1)|(z7>>31)
q}=(\mp@subsup{z}{8}{<<<1)|(z7>>31)
q}=(\mp@subsup{z}{9}{}<<1)|(\mp@subsup{z}{8}{}>>31
q}=(\mp@subsup{z}{9}{}<<1)|(\mp@subsup{z}{8}{}>>31
q}\mp@subsup{q}{2}{}=(\mp@subsup{z}{10}{<<<1)|(\mp@subsup{z}{9}{}>>31)
q}\mp@subsup{q}{2}{}=(\mp@subsup{z}{10}{<<<1)|(\mp@subsup{z}{9}{}>>31)
q}=(\mp@subsup{z}{11}{<<<1)|(\mp@subsup{z}{10}{}>>31)
q}=(\mp@subsup{z}{11}{<<<1)|(\mp@subsup{z}{10}{}>>31)
q}\mp@subsup{q}{4}{}=(\mp@subsup{z}{12}{<<<1)|(\mp@subsup{z}{11}{}>>31)
q}\mp@subsup{q}{4}{}=(\mp@subsup{z}{12}{<<<1)|(\mp@subsup{z}{11}{}>>31)
q}=(\mp@subsup{z}{13}{<<<1)|(\mp@subsup{z}{12}{}>>31)
q}=(\mp@subsup{z}{13}{<<<1)|(\mp@subsup{z}{12}{}>>31)
q}=(\mp@subsup{z}{14}{<<<1)|(\mp@subsup{z}{13}{}>>31)
q}=(\mp@subsup{z}{14}{<<<1)|(\mp@subsup{z}{13}{}>>31)
q}\mp@subsup{q}{7}{}=((\mp@subsup{z}{15}{<<<1)|(\mp@subsup{z}{14}{}>>31))\&0\times7FFFFFFF
q}\mp@subsup{q}{7}{}=((\mp@subsup{z}{15}{<<<1)|(\mp@subsup{z}{14}{}>>31))\&0\times7FFFFFFF
ron=zo, r
ron=zo, r
r}=\mp@subsup{z}{5}{\prime},\quad\mp@subsup{r}{6}{}=\mp@subsup{z}{6}{
r}=\mp@subsup{z}{5}{\prime},\quad\mp@subsup{r}{6}{}=\mp@subsup{z}{6}{
0. }\mp@subsup{r}{7}{}=\mp@subsup{z}{7}{}\&0\times7FFFFFF
0. }\mp@subsup{r}{7}{}=\mp@subsup{z}{7}{}\&0\times7FFFFFF
q=19\cdotq
q=19\cdotq
d=((q}\mp@subsup{q}{8}{<<1)|(q}\mp@subsup{q}{7}{}>>31)

```
    d=((q}\mp@subsup{q}{8}{<<1)|(q}\mp@subsup{q}{7}{}>>31)
```

```
13. }\mp@subsup{q}{7}{}&=0\times7\mathrm{ FFFFFFF
```

13. }\mp@subsup{q}{7}{}\&=0\times7\mathrm{ FFFFFFF
15.}c=(\mp@subsup{r}{7}{}>>31
15.}c=(\mp@subsup{r}{7}{}>>31
14. }\mp@subsup{r}{7}{}\&=0\times7FFFFFF
15. }\mp@subsup{r}{7}{}\&=0\times7FFFFFF
16. if }(d!=0)\mathrm{ then
17. if }(d!=0)\mathrm{ then
17.1.}r+=19\cdot
17.1.}r+=19\cdot
17.2. }c+=(\mp@subsup{r}{7}{}>>31
17.2. }c+=(\mp@subsup{r}{7}{}>>31
17.3. }r,\&=0\times7\mathrm{ FFFFFFF
17.3. }r,\&=0\times7\mathrm{ FFFFFFF
. end if
. end if
19. while }((c!=0)|(d>p)) d
19. while }((c!=0)|(d>p)) d
19.1. }r-=
19.1. }r-=
19.2. }\mp@subsup{r}{7}{}\&=0\times7\mathrm{ FFFFFFF
19.2. }\mp@subsup{r}{7}{}\&=0\times7\mathrm{ FFFFFFF
19.3.c=(c!=0)?(c-1):0
19.3.c=(c!=0)?(c-1):0
end while
end while
return r
```
    return r
```

Fig.4. Algorithm of reduction of $z<2^{510}$ by a modulus $p=2^{255}-19$ with $w=32$


Fig.5. Graphical representation of the filling initial values $r$ and $q$ for a module $p=2^{768}-9659$ with $w=64$
In Algorithm 4 (Fig.6), the probability of the event executing the body of the comparison in step 7 is $9 / 10$, and in step 9 is $1 / 2$. It is empirically confirmed, for a dividend having a uniform distribution of non-zero bits and its degree is close to the maximum allowable.

```
Algorithm 4. Reduction of z<2 1536 by a modulus p=2 268}-9659
Input: z<2 2536},p=\mp@subsup{2}{}{768}-9659,w=64. 7. if (d!=0) then
Output:}r=\operatorname{src MOD p}\mathrm{ .
1. for i=0 to 11 do
    1.1. }\mp@subsup{q}{i}{}=\mp@subsup{z}{s+i}{},\mp@subsup{r}{i}{}=\mp@subsup{z}{i}{
    7.1. }r+=d\cdot965
    7.2. }c+=\mp@subsup{r}{12}{},\mp@subsup{r}{12}{}=
    2. end for
    . end if
    for }i=12 to 23 d
    3.1. }\mp@subsup{q}{i}{}=0,\mp@subsup{r}{i}{}=
4. end for
    while }((c!=0)|(r>p)) d
    9.1. }r-=p,\mp@subsup{r}{12}{}=
    9.2.}c=(c!=0)?(c-1):
    q=9659.q,d=\mp@subsup{q}{12}{},\mp@subsup{q}{12}{}=0
    10. end while
    r+=q, c= rl2, r}\mp@subsup{r}{12}{}=
    11. re
    11. return }r\mathrm{ .
```

Fig.6. Algorithm of reduction of $z<2^{1536}$ by a modulus $p=2^{768}-9659$ with $w=64$
Based on the examples in this section, the following is a general Algorithm 5 for generating modulo large number reduction. With the help of which, based on the properties of a prime number, a developer can form the needed modulo reduction algorithm.

| Algorithm 5. Reduction $z<2^{2 \cdot m}$ by a modulus $p=2^{m}-c$. <br> Input: $z<2^{2 m}, p=2^{m}-c, k=\lfloor m / w\rfloor, n=\lceil 2 \cdot m / w\rceil, a=\operatorname{mMod} w$. <br> Output: $r=z M O D$. |  |
| :---: | :---: |
| The first term: In this case, $a=0$ all the time. |  |
| 12. for $i=0$ to $k-1$ do 12.1. $q_{i}=z_{s+i}, r_{i}=z_{i}$ <br> 13. end for <br> 14. for $i=12$ to $2 \cdot k-1$ do 14.1. $q_{i}=0, r_{i}=0$ <br> 15. end for <br> 16. $q=c \cdot q, d=q_{k}, q_{k}=0$ <br> 17. $r+=q, c=r_{k}, r_{k}=0$ <br> 18. if $(d!=0)$ then | $\text { 18.1. } r+=d \cdot c$ $\text { 18.2. } c+=r_{k}, \quad r_{k}=0$ <br> 19. end if <br> 20. while $((c!=0) \\|(r>p))$ do $\begin{aligned} & \text { 20.1. } r-=p, r_{k}=0 \\ & \text { 20.2. } c=(c!=0) ?(c-1): 0 \end{aligned}$ <br> 21. end while <br> 22. return $r$ |
| The second term: $(a \neq 0) \&(n \operatorname{Mod} 2 \neq 0)$ |  |
| 18. for $i=0$ to $k-1$ do 18.1. $q_{i}=\left(z_{k+1+i} \ll(w-a)\right) \mid\left(z_{k+i} \gg a\right), r_{i}=z_{i}$ <br> 19. end for <br> 20. $q_{k}=\left(z_{2 . k} \gg a\right) \&((1 \ll a)-1)$ <br> 21. $r_{k}=z_{k} \&((1 \ll a)-1)$ <br> 22. $q=c \cdot q, \quad q_{k+1}=0$ <br> 23. $d=\left(q_{k} \gg a\right), q_{k} \&=((1 \ll a)-1)$ <br> 24. $r+=q$ <br> 25. $c=\left(\left(r_{k+1} \ll(w-a)\right) \mid\left(r_{k} \gg a\right)\right), \quad r_{k+1}=0$ <br> 26. $r_{k} \&=((1 \ll a)-1)$ | 27. if $(d!=0)$ then $\begin{aligned} & \text { 27.1. } r+=c \cdot d \\ & \text { 27.2. } c+=\left(r_{k} \gg a\right), r_{k} \&=((1 \ll a)-1) \end{aligned}$ <br> 28. end if <br> 29. while $((c!=0) \\|(r>p))$ do <br> 29.1. $r-=p, \quad r_{k} \&=((1 \ll a)-1)$ <br> 29.2. $c=(c!=0) ?(c-1): 0$ <br> 30. end while <br> 31. return $r$. |
| The third term: $(a \neq 0) \&(n M o d 2=0)$ |  |
| 22. for $i=0$ to $k-2$ do $\text { 22.1. } q_{i}=\left(z_{k+2+i} \ll a\right) \mid\left(z_{k+1+i} \gg(w-a)\right), \quad r_{i}=z_{i}$ <br> 23. end for <br> 24. $q_{k-1}=\left(\left(z_{2 \cdot k-1} \ll a\right) \mid\left(z_{2 \cdot k-2} \gg(w-a)\right)\right) \&((1 \ll(w-a))-1)$ <br> 25. $r_{k-1}=z_{k-1} \&((1 \ll(w-a))-1)$ <br> 26. $q=c \cdot q$ <br> 27. $d=\left(\left(q_{k} \ll a\right) \mid\left(q_{k-1} \gg(w-a)\right)\right)$ <br> 28. $q_{k-1} \&=((1 \ll(w-a))-1)$ <br> 29. $r+=q$ <br> 30. $c=\left(r_{k-1} \gg(w-a)\right)$ | 31. $r_{k-1} \&=((1 \ll(w-a))-1)$ <br> 32. if $(d!=0)$ then <br> 32.1. $r+=c \cdot d, c+=\left(r_{k-1} \gg(w-a)\right)$ <br> 32.2. $r_{k-1} \&=((1 \ll(w-a))-1)$ <br> 33. end if <br> 34. while $((c!=0) \\|(d>p))$ do <br> 34.1. $r-=p$ <br> 34.2. $r_{k-1} \&=((1 \ll(w-a))-1)$ <br> 34.3. $c=(c!=0) ?(c-1): 0$ <br> 35. end while <br> 36. return $r$ |

Fig.7. Method for generating the reduction algorithm by the pseudo-Mersenne modulo

## 4. Results

For confirmation of real algorithms efficiency, the performance measurement were being performed on AMD Ryzen $75800 \mathrm{H} @ 3.2 \mathrm{GHz}$ CPU using Microsoft Visual C++ v14.2 compiler, considering 32 and 64 -bit architectures. Randomly generated dividends with a uniform distribution of non-zero bits and a degree close to the maximum allowable were used as initial data.

Table 1 presents the timings for a sample of 10,000 experiments with a normal distribution and a $95 \%$ percentile. The results of evaluating the performance of modulo reduction, encryption and decryption, as well as signing and signature verifying are presented in it.

For clarity of results, Table 1 is padded with timings of modulo reduction by the Barrett algorithm and modulo reduction for the Mersenne prime $p=2^{521}-1$. The implementation for the 32 -bit architecture is inferior to the 64 -bit one by 2-2.5 times. The modifications of Algorithm 1 proposed in Algorithms 5 show their efficiency, in comparison with the Barrett algorithm, 8-9 times.

The above results demonstrate that the modulo reduction operation has a rather strong effect on the execution time of the cryptoprimitives itself, and even a slight decrease in the execution time of the modulo reduction operation can significantly reduce its execution time. For clarity, let's note that for the case of using EdDSA (RFC 8032) in TLS v1.2, the connection establishment time will be reduced by 2.5 times. The speed of encryption and decryption according to DSTU 9041:2020, using the proposed method, increases by 3-3.7 times.

Table 1. Performance estimates for modulo reduction by different algorithms for primes of a special form and it influence on corresponding cryptographic primitives

| Module | Operation | Time, mks |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | x86 |  | x86-64 |  |
|  |  | Barrett's method | Modified method | Barrett's method | Modified method |
| RFC 8439 |  |  |  |  |  |
| $p=2^{130}-5$ | Mod ${ }^{1}$ | 0,1267 | 0,0158 | 0,0416 | 0,0046 |
|  | MAC ${ }^{2}$ | 53,2955 MB/s | 177,039 MB/s | $137,877 \mathrm{MB} / \mathrm{s}$ | $318,428 \mathrm{MB} / \mathrm{s}$ |
| DSTU 9041:2020 |  |  |  |  |  |
| $p=2^{256}-1539$ | Mod ${ }^{1}$ | 0,3130 | 0,0344 | 0,0566 | 0,0053 |
|  | Enc/Dec ${ }^{3}$ | 2,891/2,87 | 1,029/ 0,811 | 0,389/ 0,423 | 0,161/ 0,169 |
| $p=2^{384}-7467$ | Mod ${ }^{1}$ | 0,6399 | 0,0509 | 0,1031 | 0,0152 |
|  | Enc/Dec ${ }^{3}$ | 8,899/ 8,266 | 2,738/2,829 | 1,236/1,271 | 0,627/ 0.695 |
| $p=2^{512}-6579$ | Mod ${ }^{1}$ | 1,068 | 0,0617 | 0,1692 | 0,0248 |
|  | Enc/Dec ${ }^{3}$ | 17,389/17,317 | 5.622/5.269 | 2,771/3,24 | 1,375/1,457 |
| $p=2^{768}-22467$ | Mod ${ }^{1}$ | 2,0570 | 0,0858 | 0,3461 | 0,0299 |
|  | Enc/Dec ${ }^{3}$ | 56,277/ 53,738 | 14.651/ 16.878 | 8,848/ 8,698 | 3,777/ 3.953 |
| RFC 8032 |  |  |  |  |  |
| $p=2^{255}-19$ | Mod ${ }^{1}$ | 0,3388 | 0,0174 | 0,0555 | 0,0058 |
|  | Sign/Verify ${ }^{4}$ | 193,408/ 1672,3 | 70,257/ 830,633 | 38,025/322,813 | 16,543/138,327 |
| NIST FIPS 186-4 |  |  |  |  |  |
| $p=2^{521}-1$ | Mod ${ }^{1}$ | 1,1751 | 0,0225 | 0,2121 | 0,0047 |
|  | Sign/Verify ${ }^{5}$ | 1458,7/ 12674,9 | 655,29/3066,73 | 293.92/ 2304.35 | 11,64/ 697,32 |

1- timing of the modulo reduction operation, 2 - calculation time according to Poly 1305 for a 3.5 kB message, 3 - encryption time according to DSTU 9041:2020 for a message size of $25 \mathrm{~B}, 4$ - electronic signature creation and verification of message $64 \mathrm{~B}, 5$ - electronic signature creation and verification of digest 64 B .

## 5. Conclusions

This article presents a modified method for reducing a large number by pseudo-Mersenne modulo, which takes into account the specifics of the degree of the highest term of a prime number, the width of the machine word, and initial alignment.

1. The proposed method makes it possible to reduce the time of cryptoprimitives execution, such as the signature creation and verification, which directly affects the time to establish a connection according to TLS thereby increasing the number of simultaneous connections, as well as the calculation of an authentication code. In fact, this is achieved by reducing the number of arithmetic operations.
2. The proposed modulo reduction generation method allows creating an algorithm for a specific module with the least number of arithmetic operations. This is applicable if the developer does not have a limits on program size. Otherwise, the universal Barrett algorithm is used, although inferior in speed.
3. When designing cryptosystems, one should select such modules, the degrees of which would be a multiple of the width of the machine word, now the most common, or close to it, like $p=2^{255}-19$.

The obtained results of the study can be used for all cryptographic primitives, where the pseudo-Mersenne modulo reduction operation is used. Thus, the reduction of large numbers modulo different from Mersenne and pseudo-Mersenne is a future direction for further research.
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