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0 PREFACE

“No man but a blockhead ever wrote, except for money.” - Samuel Johnson

The textbook world is changing. On the one hand, open source software and creative-commons licensing
have been great successes; on the other hand, unauthorized PDFs of popular textbooks are widely available,
and it is time to consider flowing with rather than fighting the tide. Hence this open-access textbook, released
for free under the Creative Commons license described below. Mene, mene, tekel pharsin.

Perhaps the last straw, for me, was patent 8195571 for a roundabout method to force students to purchase
textbooks. (A simpler strategy might be to include the price of the book in the course.) At some point,
faculty have to be advocates for their students rather than, well, Hirudinea.

This is not to say that I have anything against for-profit publishing. It is just that this particular book does
not — and will not — belong to that category; the online edition will always be free. In this it is in good
company: there is Wikipedia, there is a steadily increasing number of other open online textbooks out there,
and there is the entire open-source world. Although the open-source-software and open-textbook models
are not completely parallel, they are similar enough.

The market inefficiencies of traditional publishing are sobering: the return to authors of advanced textbooks
is usually modest, while the lost-opportunity costs to users due to lack of access can be quite substantial.
(None of this is meant to imply there will never be a print edition; when I started this project it seemed
inconceivable that a print publisher would ever agree to having the online edition remain free, but times are
changing.)

The book is updated multiple times per year (0.8 Recent Changes). This is another feature that paper
publishing can’t touch.

The official book website is intronetworks.cs.luc.edu. The book is available there as online html, as a zipped
archive of html files, in .pdf format, and in other formats as may prove useful.

Note that there are three html variants: the original, a version using a more universally available set of uni-
code characters, and a version better suited to smaller screen. In an ideal world, my Javascript would figure
out which version to serve to your browser automatically; in our real world, it took me three years to get
the html quick-search facility to work again after I broke it with the collapsible sidebar. See 0.6 Technical
considerations below for more information.

0.1 Second Edition

The second edition is finally here! Mainly this involved breaking up the longer chapters, partly to make
scrolling less fussy (at least on some devices), partly to restore the sense of accomplishment at finishing a
chapter, and partly so the collabsible contents sidebar fits in the viewport of most devices, making sidebar
scrolling unnecessary.

Division of the overlong chapters in many cases followed a logical divide: thus the IPv4 chapter became
the basic IPv4 chapter and the IPv4 companion protocols, the Ethernet chapter became a chapter on basic
Ethernet and a chapter on more advanced features, and the security chapter divided naturally into public-key
encryption for the second half, and everything else in the first half.
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In other cases, the division was less natural; the IPv6 chapters comes to mind here as the companion proto-
cols Neighbor Discovery, DHCPv6 and SLAAC ended up in the same chapter as the IPv6 core protocol.

Throughout the eight-year lifetime of the first edition, I assiduously rejected renumbering any exercises; new
exercises were always inserted with floating-point numbering, eg 4.7. For a book that might get updated in
the middle of the semester, that is essential. However, after splitting chapters and dividing the exercises
appropriately, I realized that the time for renumbering was at hand. To make life easier for instructors
(including me) who have assignments based on the old numbering, there is a handy conversion table here:
Exercise-Numbering Conversion Tables.

After much demand, I have finally accepted that I need to create a solutions manual for instructors, covering
at least a majority of the exercises. It is in progress; instructors should contact me if interested.

The second edition html version became available July 31, 2020.

0.2 Licensing

This text is released under the Creative Commons license Attribution-NonCommercial-NoDerivs. This text
is like a conventional book, in other words, except that it is free. You may copy the work and distribute
it to others for any noncommercial use (and for some commercial uses; see below), but all reuse requires
attribution.

The Creative Commons license does not precisely spell out what constitutes “noncommercial” use. The
author considers any sale of printed copies of this book, even by a non-profit organization and even if
the price just covers expenses, to be commercial use. Personal printing, and free distribution of printed
selections, do qualify as noncommercial.

Starting with Edition 1.9.16, commercial use is also explicitly allowed, provided that printed copies are
not distributed. In other words, the text is also released under the terms of the Creative Commons license
Attribution-NoDerivs, amended to include a prohibition on the distribution of printed copies. The Creative
Commons license summary linked to here states that “you are free to share — copy and redistribute the
material in any medium or format for any purpose, even commercially”; this license is amended by this
paragraph to limit “any medium” to non-printed media. Permissible commercial uses may include, but are
not limited to, use in internal training programs, use in for-profit training and educational programs, sale of
the work in the electronic formats available here, and installation throughout the Amazon EC2.

The Attribution clause of the Creative Commons licenses [Section 4, (b) for by-nd or (c) for by-nc-nd]
requires that redistributors of the work provide “... (iii) to the extent reasonably practicable, the URI, if
any, that Licensor specifies to be associated with the Work”. That URI is intronetworks.cs.luc.edu.

Under the Creative Commons licenses, creation of derivative works requires permission. It is not entirely
clear, however, what would be considered a derivative work, beyond the traditional examples of abridgment
and translation. Any supplemental materials like exams, labs, slides or coverage of additional topics would
be new, independent works, and would require no permission. Even the inclusion in such supplements of
modest amounts of material from this book would have a strong claim to Fair Use. In the open-source
software world, the right to make derivative works is exercised whenever the software is modified, but it is
hard to see how this applies to textbook supplements. The bottom line is that if you have a situation you’re
concerned about in this regard, let me know and I’ll probably be happy to grant permission.
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Some of the chapters contain source code; this is licensed under the Apache 2.0 license. Some code files
(those which are derivative works) contain an official Apache license statement; others do not.

0.3 Classroom Use

This book is meant as a serious and more-or-less thorough text for an introductory college or graduate course
in computer networks, carefully researched, with consistent notation and style, and complete with diagrams
and exercises. I have also tried to rethink the explanations of many protocols and algorithms, with the goal
of making them easier to understand. My intent is to create a text that covers to a reasonable extent why the
Internet is the way it is, to avoid the endless dreary focus on TLA’s (Three-Letter Acronyms), and to remain
not foo mathematical. For the last, I have avoided calculus, linear algebra, and, for that matter, quadratic
terms (though some inequalities do sneak in at times). That said, the book includes a large number of back-
of-the-envelope calculations — in settings as concrete as I could make them — illustrating various networking
concepts.

Overall, I tried to find a happy medium between practical matters and underlying principles. My goal has
been to create a book that is useful to a broad audience, including those interested in network management,
in high-performance networking, in software development, or just in how the Internet is put together.

One of the best ways to gain insight into why a certain design choice was made is to look at a few alterna-
tive implementations. To that end, this book includes coverage of some topics one may never encounter in
practice, but which may be useful as points of comparison. These topics arguably include ATM (5.5 Asyn-
chronous Transfer Mode: ATM), SCTP (18.15.2 SCTP) and even 10 Mbps Ethernet (2.1 [0-Mbps Classic
Ethernet).

The book can also be used as a networks supplement or companion to other resources for a variety of
other courses that overlap to some greater or lesser degree with networking. At Loyola, this book has been
used — sometimes coupled with a second textbook — in courses in computer security, network management,
telecommunications, and even introduction-to-computing courses for non-majors. Another possibility is an
alternative or nontraditional presentation of networking itself. It is when used in concert with other works,
in particular, that this book’s being free is of marked advantage.

Finally, I hope the book may also be useful as a reference work. To this end, I have attempted to ensure
that the indexing and cross-referencing is sufficient to support the drop-in reader. Similarly, obscure or
specialized notation is kept to a minimum.

Much is sometimes made, in the world of networking textbooks, about top-down versus bottom-up se-
quencing. This book is not really either, although the chapters are mostly numbered in bottom-up fashion.
Instead, the first chapter provides a relatively complete overview of the LAN, IP and transport network layers
(along with a few other things), allowing subsequent chapters to refer to all network layers without forward
reference, and, more importantly, allowing the chapters to be covered in a variety of different orders. As a
practical matter, when I use this text to teach Loyola’s Introduction to Computer Networks course, I cover
the IP/routing and TCP material more or less in parallel.

A distinctive feature of the book is the extensive coverage of TCP: TCP dynamics, newer versions of TCP
such as TCP Cubic and BBR TCP, and chapters on using the ns-2 and ns-3 simulators and the Mininet
emulator. This has its roots in a longstanding goal to find better ways to present competition and congestion
in the classroom. Another feature is the detailed chapter on queuing disciplines.
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One thing this book makes little attempt to cover in detail is the application layer; the token example in-
cluded is SNMP. While SNMP actually makes a pretty good example of a self-contained application, my
recommendation to instructors who wish to cover more familiar examples is to combine this text with the
appropriate application documentation.

Although the book is continuously updated, I try very hard to ensure that all editions are classroom-
compatible. To this end, section renumbering is avoided to the extent practical, and, within the first edition,
existing exercises are never renumbered. This is an essential feature for a textbook that is often updated mid-
semester, and a useful feature for any textbook that is updated at all. New exercises are regularly inserted,
but with fractional (floating point) numbers. Existing integral exercise numbers have been given a trailing
.0, to reduce confusion between exercise 12.0, say, and 12.5. I do anticipate some exercise renumbering for
the second edition; as chapters there will also be divided and renumbered.

For those interested in using the book for a “traditional” networks course, I with some trepidation offer the
following set of core material. In solidarity with those who prefer alternatives to a bottom-up ordering, I
emphasize that this represents a set and not a sequence.

e | An Overview of Networks

* Selected sections from 2 Ethernet Basics, particularly switched Ethernet
» Selected sections from 4.2 Wi-Fi

* Selected sections from 7 Packets

* 8 Abstract Sliding Windows

* 9 [Pversion 4 and/or 11 IPv6

* Selected sections from /3 Routing-Update Algorithms, probably including the distance-vector algo-
rithm

* Selected sections from /4 Large-Scale IP Routing
e 16 UDP Transport

* [7 TCP Transport Basics

* /9 TCP Reno and Congestion Management

With some care in the topic-selection details, the above can be covered in one semester along with a survey
of selected important network applications, or the basics of network programming, or the introductory con-
figuration of switches and routers, or coverage of additional material from this book, or some other set of
additional topics. Of course, non-traditional networks courses may focus on a quite different sets of topics.

Instructors who adopt this book in a course, as either a primary or a secondary text, are strongly encouraged
to let me know, as this helps support continued work on the book. Below is a list of the institutions I'm
aware of so far where the book has been adopted. Commercial publishers get this information from sales
records, but that won’t work here; if you want to see your institution listed, contact me!

Augustana College

California State University, Fresno
Eastern Washington University
Loyola University Maryland
Murray State University
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Ohio University

Saint Martin’s University

SUNY Delhi

University of Arkansas Community College at Batesville
University of California, Santa Cruz
University of Maryland, University College
University of North Alabama

University of Texas at El Paso

University of the People

Villanova University

Wellington Institute of Technology

0.4 Acknowledgments

I would like to thank the many Loyola students who have provided invaluable feedback on the text and the
exercises. The result, I hope, is greater clarity for both. I would also like to thank the following people from
outside Loyola who have contributed technical or editorial comments. I've included institutional affiliation
if I could figure it out. If I’'ve missed anyone, or their institution, please let me know.

Anonymous

Jose Alvarado University of the People

Eric Freudenthal University of Texas at El Paso

David Garfield

Jeff Harrang

Emmanuel Lochin Institut supérieur de 1’aéronautique et de I’espace
Robert Michael

Natale Patriciello Centre Tecnologic Telecomunicacions Catalunya
Herman Torjussen

Alexander Wijesinha | Towson University

Justin Yang

Comments — from anyone — on clarity, completeness, consistency and correctness are much appreciated.
Even single comments or corrections are very welcome, though I continue to seek reviewers willing to
review an entire section or chapter. I can be contacted at pld AT cs.luc.edu, or via the book comment form.

Peter Dordal
Shabbona, Illinois
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0.5 Progress Notes

This work was started in the summer of 2012. Edition 1.0 was declared complete as of March 2014, and
Edition 2.0 (mostly reorganization) in July 2020. The current edition is 2.0.2.

The intronetworks.cs.luc.edu website carries the current 2.x edition (recommended), and also editions 1.0
and the final 1.9.21 edition.

0.6 Technical considerations

The book was prepared in reStructuredText using the Linux Sphinx package, which can produce multiple
formats from the same source. That said, the primary format is html. The table-of-contents sidebar and the
text sidebars work best there. Most of the diagrams were drawn using LibreOffice Draw.

The html version also provides a “Quick search” box, which, with the aid of Javascript’s
stopPropagation () method, finally coexists with the collapsible sidebar. Quick search, however, only
works for all-alphabetic strings; strings with hyphens such as “wi-fi” and “Diffie-Hellman” fail. The index
is an effective alternative.

The book uses a modest set of unicode special characters. Unfortunately, some of these characters are
not universally available in all browsers (and I have not yet figured out how to encapsulate fonts in the
html). The comma-separated characters in the first line, below, appear to have the most limited support. The
math-italic Greek letters are not present in the so-called Unicode Basic Multilingual Plane, but the symbols
are, so that is not the entire explanation.

<’>72’a’5’77)\7¢’T9Q’A7A’—)’(_9(—)
(,),%,CV,/B,’Y’)\,(ZS’T,PsA,A,—H,‘_—,‘_—>
M,\/,OO,Q,Z, X 7+9i,_’757_)7(_7_’ 5 |'9'| ) L’J ’T’J—’ |-a-| 9-|-

The characters above should look roughly as they do in the following image (the first line is the one most
likely to fail):

{J}leulﬁ] FJAJ¢JTJPJﬁJﬁJ_.1‘_JH
{J}J=J{IJBJ\|{JE‘J¢JTJPJEJﬁj_’J‘__J‘__’
l‘l].'ullrllxll ==X, iJ_J#J_’J"_J_J r ] e LJJ JTJJ_J |'1-|1+

If they do not, there are two options for browser-based viewing. If the second and third rows above display
successfully, there is a unicode-safer version of the book (both online and zipped) available at intronet-
works.cs.luc.edu that has the characters in the first row above replaced by those in the second row.

The other alternative is to add an appropriate font. Generally Firefox and Internet Explorer display the
necessary characters out of the box, but Chrome may not. The Chrome situation can usually be fixed, at
least on “real” computers, by adding a font and then tweaking the Chrome font settings. I have had good
luck with Symbola (at shapecatcher.com/unicodefonts.html and other places). To install the font, extract
the .ttf file and double-click on it. Then to adjust Chrome, go to Settings — Show advanced settings —
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Customize fonts (button), and change at a minimum the default Sans-serif font to Symbola. Then restart
Chrome.

Unfortunately, adding fonts to (non-rooted) Android devices continues to be very difficult. Worse, Android
often fails to display even a box symbol “[ "]’ in the place of missing characters.

If no available browser properly displays the symbols above, I recommend the pdf format. The unicode-safer
version, however, should work on most systems.

At some point I hope to figure out how to handle this font situation a little better using Javascript. This turns
out, however, not to be straightforward, and progress has been slow.

I could have gone with TeX and MathJax, but then I likely would have gotten rather too carried away with
mathematical formulas. The character set above keeps things (relatively) simple. As of 2020 MathJax
renders better than it used to, but you still cannot copy and paste.

The diagrams in the body of the text have now all been migrated to the vector-graphics .svg format, although
a few diagrams rendered with line-drawing characters appear in the exercises. Most browsers now (2018)
appear to support zooming in on .svg images, which is a significant step forward.

0.6 Technical considerations 9
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0.7 A Note On the Cover

The photo is of mahogany leaves, presumably Swietenia mahagoni. The original image was taken by Homer
Edward Price and placed at https://commons.wikimedia.org/wiki/File:Mahogany-leaves_(5606894105).gif
under a Creative Commons license; the image as used here has been cropped.

I began with the idea that the cover should depict some networking reference from the natural world. The
connection between mahogany and networking comes from Bertolt Brecht’s work The City of Mahagonny,
“the city of nets”. Ok, “nets” in the sense of traps rather than communication, but close enough.

Alas, this turned out to be based on a misapprehension. As musicologist John Simon puts it /JS05]/,

Where did Brecht get the name for that lawless city that was his symbol for a capitalist society
in distress? In coining the name Mahagonny, the opera’s Leokadja Begbick explains it as “the
City of Nets”, i.e. traps. But the word “mahogany”, from which the name must stem, has
nothing to do with nets.

It remains unclear just what “Mahagonny” did mean to Brecht.

After learning this, a picture of mahogany seemed to be out. But, as the book progressed, with more and
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more reading of papers and RFCs, I began to see the non-connection here as a symbol of diligent fact-
checking. So there it is.

And besides, it’s green.

0.8 Recent Changes

July 31, 2020 (ver 2.0.0.0.0): start of second edition
August 19, 2020 (ver 2.0.1): some fixed exercise numbers

September 1, 2020 (ver 2.0.2): more fixed exercise numbers (mostly exercise references to other exercises),
new discussion of checksums at /6./.3.2 UDP and IP addresses and 17.5 TCP Offloading.

0.8 Recent Changes 11
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1 AN OVERVIEW OF NETWORKS

Somewhere there might be a field of interest in which the order of presentation of topics is well agreed upon.
Computer networking is not it.

There are many interconnections in the field of networking, as in most technical fields, and it is difficult
to find an order of presentation that does not involve endless “forward references” to future chapters; this
is true even if — as is done here — a largely bottom-up ordering is followed. I have therefore taken here a
different approach: this first chapter is a summary of the essentials — LANs, IP and TCP — across the board,
and later chapters expand on the material here.

Local Area Networks, or LANS, are the “physical” networks that provide the connection between machines
within, say, a home, school or corporation. LANs are, as the name says, “local”; it is the IP, or Internet
Protocol, layer that provides an abstraction for connecting multiple LANs into, well, the Internet. Finally,
TCP deals with transport and connections and actually sending user data.

This chapter also contains some important other material. The section on datagram forwarding, central
to packet-based switching and routing, is essential. This chapter also discusses packets generally, conges-
tion, and sliding windows, but those topics are revisited in later chapters. Firewalls and network address
translation are also covered here and not elsewhere.

1.1 Layers

These three topics — LANSs, IP and TCP — are often called layers; they constitute the Link layer, the Internet-
work layer, and the Transport layer respectively. Together with the Application layer (the software you use),
these form the “four-layer model” for networks. A layer, in this context, corresponds strongly to the idea
of a programming interface or library, with the understanding that a given layer communicates directly only
with the two layers immediately above and below it. An application hands off a chunk of data to the TCP
library, which in turn makes calls to the IP library, which in turn calls the LAN layer for actual delivery. An
application does not interact directly with the IP and LAN layers at all.

The LAN layer is in charge of actual delivery of packets, using LAN-layer-supplied addresses. It is often
conceptually subdivided into the “physical layer” dealing with, eg, the analog electrical, optical or radio
signaling mechanisms involved, and above that an abstracted “logical” LAN layer that describes all the
digital — that is, non-analog — operations on packets; see 2./.4 The LAN Layer. The physical layer is
generally of direct concern only to those designing LAN hardware; the kernel software interface to the LAN
corresponds to the logical LAN layer.

Application
Transport
IP
Logical LAN
Physical LAN
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This LAN physical/logical division gives us the Internet five-layer model. This is less a formal hierarchy
than an ad hoc classification method. We will return to this below in /.75 [ETF and OSI, where we will
also introduce two more rather obscure layers that complete the seven-layer model.

1.2 Data Rate, Throughput and Bandwidth

Any one network connection — eg at the LAN layer — has a data rate: the rate at which bits are transmitted.
In some LANs (eg Wi-Fi) the data rate can vary with time. Throughput refers to the overall effective
transmission rate, taking into account things like transmission overhead, protocol inefficiencies and perhaps
even competing traffic. It is generally measured at a higher network layer than the data rate.

The term bandwidth can be used to refer to either of these, though we here use it mostly as a synonym
for data rate. The term comes from radio transmission, where the width of the frequency band available is
proportional, all else being equal, to the data rate that can be achieved.

In discussions about TCP, the term goodput is sometimes used to refer to what might also be called
“application-layer throughput”: the amount of usable data delivered to the receiving application. Specif-
ically, retransmitted data is counted only once when calculating goodput but might be counted twice under
some interpretations of “throughput”.

Data rates are generally measured in kilobits per second (kbps) or megabits per second (Mbps); the use of
the lower-case “b” here denotes bits. In the context of data rates, a kilobit is 10? bits (not 2!°) and a megabit
is 10% bits. Somewhat inconsistently, we follow the tradition of using kB and MB to denote data volumes
of 219 and 2% bytes respectively, with the upper-case B denoting bytes. The newer abbreviations KiB and
MiB would be more precise, but the consequences of confusion are modest.

1.3 Packets

Packets are modest-sized buffers of data, transmitted as a unit through some shared set of links. Of necessity,
packets need to be prefixed with a header containing delivery information. In the common case known as
datagram forwarding, the header contains a destination address; headers in networks using so-called
virtual-circuit forwarding contain instead an identifier for the connection. Almost all networking today
(and for the past 50 years) is packet-based, although we will later look briefly at some “circuit-switched”
options for voice telephony.

header data

headerl | header2 data

Single and multiple headers
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At the LAN layer, packets can be viewed as the imposition of a buffer (and addressing) structure on top
of low-level serial lines; additional layers then impose additional structure. Informally, packets are often
referred to as frames at the LAN layer, and as segments at the Transport layer.

The maximum packet size supported by a given LAN (eg Ethernet, Token Ring or ATM) is an intrinsic
attribute of that LAN. Ethernet allows a maximum of 1500 bytes of data. By comparison, TCP/IP packets
originally often held only 512 bytes of data, while early Token Ring packets could contain up to 4 kB of
data. While there are proponents of very large packet sizes, larger even than 64 kB, at the other extreme the
ATM (Asynchronous Transfer Mode) protocol uses 48 bytes of data per packet, and there are good reasons
for believing in modest packet sizes.

One potential issue is how to forward packets from a large-packet LAN to (or through) a small-packet LAN;
in later chapters we will look at how the IP (or Internet Protocol) layer addresses this.

Generally each layer adds its own header. Ethernet headers are typically 14 bytes, IP headers 20 bytes, and
TCP headers 20 bytes. If a TCP connection sends 512 bytes of data per packet, then the headers amount to
10% of the total, a not-unreasonable overhead. For one common Voice-over-IP option, packets contain 160
bytes of data and 54 bytes of headers, making the header about 25% of the total. Compressing the 160 bytes
of audio, however, may bring the data portion down to 20 bytes, meaning that the headers are now 73% of
the total; see 25.//.4 RTP and VolP.

In datagram-forwarding networks the appropriate header will contain the address of the destination and
perhaps other delivery information. Internal nodes of the network called routers or switches will then try
to ensure that the packet is delivered to the requested destination.

The concept of packets and packet switching was first introduced by Paul Baran in 1962 (/PB62]). Baran’s
primary concern was with network survivability in the event of node failure; existing centrally switched
protocols were vulnerable to central failure. In 1964, Donald Davies independently developed many of the
same concepts; it was Davies who coined the term “packet”.

It is perhaps worth noting that packets are buffers built of 8-bit bytes, and all hardware today agrees what
a byte is (hardware agrees by convention on the order in which the bits of a byte are to be transmitted).
8-bit bytes are universal now, but it was not always so. Perhaps the last great non-byte-oriented hardware
platform, which did indeed overlap with the Internet era broadly construed, was the DEC-10, which had a
36-bit word size; a word could hold five 7-bit ASCII characters. The early Internet specifications introduced
the term octet (an 8-bit byte) and required that packets be sequences of octets; non-octet-oriented hosts had
to be able to convert. Thus was chaos averted. Note that there are still byte-oriented data issues; as one
example, binary integers can be represented as a sequence of bytes in either big-endian or little-endian byte
order (/6.1.5 Binary Data). RFEC 1700 specifies that Internet protocols use big-endian byte order, therefore
sometimes called network byte order.

1.4 Datagram Forwarding

In the datagram-forwarding model of packet delivery, packet headers contain a destination address. It is up
to the intervening switches or routers to look at this address and get the packet to the correct destination.

In datagram forwarding this is achieved by providing each switch with a forwarding table of
(destination,next_hop) pairs. When a packet arrives, the switch looks up the destination address (presumed
globally unique) in its forwarding table and finds the next_hop information: the immediate-neighbor ad-
dress to which — or interface by which — the packet should be forwarded in order to bring it one step closer
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to its final destination. The next_hop value in a forwarding table is a single entry; each switch is responsible
for only one step in the packet’s path. However, if all is well, the network of switches will be able to deliver
the packet, one hop at a time, to its ultimate destination.

The “destination” entries in the forwarding table do not have to correspond exactly with the packet des-
tination addresses, though in the examples here they do, and they do for Ethernet datagram forwarding.
However, for IP routing, the table “destination” entries will correspond to prefixes of IP addresses; this
leads to a huge savings in space. The fundamental requirement is that the switch can perform a lookup
operation, using its forwarding table and the destination address in the arriving packet, to determine the next
hop.

Just how the forwarding table is built is a question for later; we will return to this for Ethernet switches in
2.4.1 Ethernet Learning Algorithm and for IP routers in /3  Routing-Update Algorithms. For now, the
forwarding tables may be thought of as created through initial configuration.

In the diagram below, switch S1 has interfaces 0, 1 and 2, and S2 has interfaces 0,1,2,3. If A is to send a
packet to B, S1 must have a forwarding-table entry indicating that destination B is reached via its interface
2, and S2 must have an entry forwarding the packet out on interface 3.

C D
1 ’Jﬂ
A—0o| S1 [2] 0] S2 [s——8B
LTJ
Two switches S1 and S2,
with interface numbers shown E

A complete forwarding table for S1, using interface numbers in the next_hop column, would be:

St
destination | next_hop

m| | = O >
|| = O

The table for S2 might be as follows, where we have consolidated destinations A and C for visual simplicity.

S2

destination | next_hop
AC 0

D 1

E 2

B 3
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In the network diagrammed above, all links are point-to-point, and so each interface corresponds to the
unique immediate neighbor reached by that interface. We can thus replace the interface entries in the
next_hop column with the name of the corresponding neighbor. For human readers, using neighbors
in the next_hop column is usually much more readable. S1’s table can now be written as follows (with
consolidation of the entries for B, D and E):

St

destination | next_hop
A A

C C

B.D.E S2

A central feature of datagram forwarding is that each packet is forwarded “in isolation”; the switches in-
volved do not have any awareness of any higher-layer logical connections established between endpoints.
This is also called stateless forwarding, in that the forwarding tables have no per-connection state. RFC
1122 put it this way (in the context of IP-layer datagram forwarding):

To improve robustness of the communication system, gateways are designed to be stateless,
forwarding each IP datagram independently of other datagrams. As a result, redundant paths can
be exploited to provide robust service in spite of failures of intervening gateways and networks.

The fundamental alternative to datagram forwarding is virtual circuits, 5.4 Virtual Circuits. In virtual-
circuit networks, each router maintains state about each connection passing through it; different connections
can be routed differently. If packet forwarding depends, for example, on per-connection information — eg
both TCP port numbers — it is not datagram forwarding. (That said, it arguably still is datagram forwarding
if web traffic — to TCP port 80 — is forwarded differently than all other traffic, because that rule does not
depend on the specific connection.)

Datagram forwarding is sometimes allowed to use other information beyond the destination address. In
theory, IP routing can be done based on the destination address and some quality-of-service information,
allowing, for example, different routing to the same destination for high-bandwidth bulk traffic and for low-
latency real-time traffic. In practice, most Internet Service Providers (ISPs) ignore user-provided quality-
of-service information in the IP header, except by prearranged agreement, and route only based on the
destination.

By convention, switching devices acting at the LAN layer and forwarding packets based on the LAN address
are called switches (or, originally, bridges; some still prefer that term), while such devices acting at the IP
layer and forwarding on the IP address are called routers. Datagram forwarding is used both by Ethernet
switches and by IP routers, though the destinations in Ethernet forwarding tables are individual nodes while
the destinations in IP routers are entire networks (that is, sets of nodes).

In IP routers within end-user sites it is common for a forwarding table to include a catchall default entry,
matching any IP address that is nonlocal and so needs to be routed out into the Internet at large. Unlike the
consolidated entries for B, D and E in the table above for S1, which likely would have to be implemented as
actual separate entries, a default entry is a single record representing where to forward the packet if no other
destination match is found. Here is a forwarding table for S1, above, with a default entry replacing the last
three entries:
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St

destination | next_hop
A 0

C 1

default 2

Default entries make sense only when we can tell by looking at an address that it does not represent a
nearby node. This is common in IP networks because an IP address encodes the destination network, and
routers generally know all the local networks. It is however rare in Ethernets, because there is generally
no correlation between Ethernet addresses and locality. If S1 above were an Ethernet switch, and it had
some means of knowing that interfaces 0 and 1 connected directly to individual hosts, not switches — and S1
knew the addresses of these hosts — then making interface 2 a default route would make sense. In practice,
however, Ethernet switches do not know what kind of device connects to a given interface.

1.5 Topology

In the network diagrammed in the previous section, there are no loops; graph theorists might describe this
by saying the network graph is acyclic, or is a tree. In a loop-free network there is a unique path between
any pair of nodes. The forwarding-table algorithm has only to make sure that every destination appears in
the forwarding tables; the issue of choosing between alternative paths does not arise.

However, if there are no loops then there is no redundancy: any broken link will result in partitioning the
network into two pieces that cannot communicate. All else being equal (which it is not, but never mind for
now), redundancy is a good thing. However, once we start including redundancy, we have to make decisions
among the multiple paths to a destination. Consider, for a moment, the following network:

A S1 S2

S3 S4 B

Should S1 list S2 or S3 as the next_hop to B? Both paths A—S1-S2-S4-B and A-S1-S3-S4-B get there.
There is no right answer. Even if one path is “faster” than the other, taking the slower path is not exactly
wrong (especially if the slower path is, say, less expensive). Some sort of protocol must exist to provide a
mechanism by which S1 can make the choice (though this mechanism might be as simple as choosing to
route via the first path discovered to the given destination). We also want protocols to make sure that, if S1
reaches B via S2 and the S2—-S4 link fails, then S1 will switch over to the still-working S1-S3-S4-B route.

As we shall see, many LANs (in particular Ethernet) prefer “tree” networks with no redundancy, while IP
has complex protocols in support of redundancy (/3 Routing-Update Algorithms).
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1.5.1 Traffic Engineering

In some cases the decision above between routes A—S1-S2-S4-B and A-S1-S3-S4-B might be of material
significance — perhaps the S2-S4 link is slower than the others, or is more congested. We will use the term
traffic engineering to refer to any intentional selection of one route over another, or any elevation of the
priority of one class of traffic. The route selection can either be directly intentional, through configuration,
or can be implicit in the selection or tuning of algorithms that then make these route-selection choices auto-
matically. As an example of the latter, the algorithms of /3.1 Distance-Vector Routing-Update Algorithm
build forwarding tables on their own, but those tables are greatly influenced by the administrative assignment
of link costs.

With pure datagram forwarding, used at either the LAN or the IP layer, the path taken by a packet is deter-
mined solely by its destination, and traffic engineering is limited to the choices made between alternative
paths. We have already, however, suggested that datagram forwarding can be extended to take quality-of-
service information into account; this may be used to have voice traffic — with its relatively low bandwidth
but intolerance for delay — take an entirely different path than bulk file transfers. Alternatively, the network
manager may simply assign voice traffic a higher priority, so it does not have to wait in queues behind
file-transfer traffic.

The quality-of-service information may be set by the end-user, in which case an ISP may wish to recognize
it only for designated users, which in turn means that the ISP will implicitly use the traffic source when
making routing decisions. Alternatively, the quality-of-service information may be set by the ISP itself,
based on its best guess as to the application; this means that the ISP may be using packet size, port num-
ber (/.12 Transport) and other contents as part of the routing decision. For some explicit mechanisms
supporting this kind of routing, see /3.6 Routing on Other Attributes.

At the LAN layer, traffic-engineering mechanisms are historically limited, though see 3.4 Software-Defined
Networking. At the IP layer, more strategies are available; see 25 Quality of Service.

1.6 Routing Loops

A potential drawback to datagram forwarding is the possibility of a routing loop: a set of entries in the
forwarding tables that cause some packets to circulate endlessly. For example, in the previous picture we
would have a routing loop if, for (nonexistent) destination C, S1 forwarded to S2, S2 forwarded to S4,
S4 forwarded to S3, and S3 forwarded to S1. A packet sent to C would not only not be delivered, but
in circling endlessly it might easily consume a large majority of the bandwidth. Routing loops typically
arise because the creation of the forwarding tables is often “distributed”, and there is no global authority to
detect inconsistencies. Even when there is such an authority, temporary routing loops can be created due to
notification delays.

Routing loops can also occur in networks where the underlying link topology is loop-free; for example, in
the previous diagram we could, again for destination C, have S1 forward to S2 and S2 forward back to S1.
We will refer to such a case as a linear routing loop.

All datagram-forwarding protocols need some way of detecting and avoiding routing loops. Ethernet, for
example, avoids nonlinear routing loops by disallowing loops in the underlying network topology, and avoids
linear routing loops by not having switches forward a packet back out the interface by which it arrived. IP
provides for a one-byte “Time to Live” (TTL) field in the IP header; it is set by the sender and decremented
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by 1 at each router; a packet is discarded if its TTL reaches 0. This limits the number of times a wayward
packet can be forwarded to the initial TTL value, typically 64.

In datagram routing, a switch is responsible only for the next hop to the ultimate destination; if a switch has
a complete path in mind, there is no guarantee that the next_hop switch or any other downstream switch will
continue to forward along that path. Misunderstandings can potentially lead to routing loops. Consider this
network:

D——E

D might feel that the best path to B is D-E-C-B (perhaps because it believes the A—D link is to be avoided).
If E similarly decides the best path to B is E-D—A-B, and if D and E both choose their next_hop for B
based on these best paths, then a linear routing loop is formed: D routes to B via E and E routes to B via D.
Although each of D and E have identified a usable path, that path is not in fact followed. Moral: successful
datagram routing requires cooperation and a consistent view of the network.

1.7 Congestion

Switches introduce the possibility of congestion: packets arriving faster than they can be sent out. This can
happen with just two interfaces, if the inbound interface has a higher bandwidth than the outbound interface;
another common source of congestion is traffic arriving on multiple inputs and all destined for the same
output.

Whatever the reason, if packets are arriving for a given outbound interface faster than they can be sent, a
queue will form for that interface. Once that queue is full, packets will be dropped. The most common
strategy (though not the only one) is to drop any packets that arrive when the queue is full.

The term “congestion” may refer either to the point where the queue is just beginning to build up, or to the
point where the queue is full and packets are lost. In their paper /CJ89/, Chiu and Jain refer to the first point
as the knee; this is where the slope of the load vs throughput graph flattens. They refer to the second point
as the cliff; this is where packet losses may lead to a precipitous decline in throughput. Other authors use
the term contention for knee-congestion.

In the Internet, most packet losses are due to congestion. This is not because congestion is especially bad
(though it can be, at times), but rather that other types of losses (eg due to packet corruption) are insignificant
by comparison.

When to Upgrade?

Deciding when a network really does have insufficient bandwidth is not a technical issue but an economic
one. The number of customers may increase, the cost of bandwidth may decrease or customers may
simply be willing to pay more to have data transfers complete in less time; “customers” here can be
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external or in-house. Monitoring of links and routers for congestion can, however, help determine exactly

what parts of the network would most benefit from upgrade.

We emphasize that the presence of congestion does not mean that a network has a shortage of bandwidth.
Bulk-traffic senders (though not real-time senders) attempt to send as fast as possible, and congestion is
simply the network’s feedback that the maximum transmission rate has been reached. For further discussion,
including alternative definitions of longer-term congestion, see [BCL09].

Congestion is a sign of a problem in real-time networks, which we will consider in 25 Quality of Service.
In these networks losses due to congestion must generally be kept to an absolute minimum; one way to
achieve this is to limit the acceptance of new connections unless sufficient resources are available.

1.8 Packets Again

Perhaps the core justification for packets, Baran’s concerns about node failure notwithstanding, is that the
same link can carry, at different times, different packets representing traffic to different destinations and from
different senders. Thus, packets are the key to supporting shared transmission lines; that is, they support
the multiplexing of multiple communications channels over a single cable. The alternative of a separate
physical line between every pair of machines grows prohibitively complex very quickly (though virtual
circuits between every pair of machines in a datacenter are not uncommon; see 5.4 Virtual Circuits).

From this shared-medium perspective, an important packet feature is the maximum packet size, as this repre-
sents the maximum time a sender can send before other senders get a chance. The alternative of unbounded
packet sizes would lead to prolonged network unavailability for everyone else if someone downloaded a
large file in a single 1 Gigabit packet. Another drawback to large packets is that, if the packet is corrupted,
the entire packet must be retransmitted; see 7.3./ Error Rates and Packet Size.

When a router or switch receives a packet, it (generally) reads in the entire packet before looking at the
header to decide to what next node to forward it. This is known as store-and-forward, and introduces
a forwarding delay equal to the time needed to read in the entire packet. For individual packets this
forwarding delay is hard to avoid (though some switches do implement cut-through switching to begin
forwarding a packet before it has fully arrived), but if one is sending a long train of packets then by keeping
multiple packets en route at the same time one can essentially eliminate the significance of the forwarding
delay; see 7.3 Packet Size.

Total packet delay from sender to receiver is the sum of the following:

* Bandwidth delay, ie sending 1000 Bytes at 20 Bytes/millisecond will take 50 ms. This is a per-link
delay.

» Propagation delay due to the speed of light. For example, if you start sending a packet right now
on a 5000-km cable across the US with a propagation speed of 200 m/usec (= 200 km/ms, about 2/3
the speed of light in vacuum), the first bit will not arrive at the destination until 25 ms later. The
bandwidth delay then determines how much after that the entire packet will take to arrive.

* Store-and-forward delay, equal to the sum of the bandwidth delays out of each router along the path

* Queuing delay, or waiting in line at busy routers. At bad moments this can exceed 1 sec, though that
is rare. Generally it is less than 10 ms and often is less than 1 ms. Queuing delay is the only delay
component amenable to reduction through careful engineering.
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See 7.1 Packet Delay for more details.

1.9 LANSs and Ethernet

A local-area network, or LAN, is a system consisting of
* physical links that are, ultimately, serial lines
* common interfacing hardware connecting the hosts to the links
* protocols to make everything work together

We will explicitly assume that every LAN node is able to communicate with every other LAN node. Some-
times this will require the cooperation of intermediate nodes acting as switches.

Far and away the most common type of (wired) LAN is Ethernet, originally described in a 1976 paper by
Metcalfe and Boggs /[MB76]. Ethernet’s popularity is due to low cost more than anything else, though the
primary reason Ethernet cost is low is that high demand has led to manufacturing economies of scale.

The original Ethernet had a bandwidth of 10 Mbps (megabits per second; we will use lower-case “b” for
bits and upper-case “B” for bytes), though nowadays most Ethernet operates at 100 Mbps and gigabit (1000
Mbps) Ethernet (and faster) is widely used in server rooms. (By comparison, as of this writing (2015) the
data transfer rate to a typical faster hard disk is about 1000 Mbps.) Wireless (“Wi-Fi”’) LANs are gaining
popularity, and in many settings have supplanted wired Ethernet to end-users.

Many early Ethernet installations were unswitched; each host simply tapped in to one long primary cable
that wound through the building (or floor). In principle, two stations could then transmit at the same time,
rendering the data unintelligible; this was called a collision. Ethernet has several design features intended
to minimize the bandwidth wasted on collisions: stations, before transmitting, check to be sure the line is
idle, they monitor the line while transmitting to detect collisions during the transmission, and, if a collision
is detected, they execute a random backoff strategy to avoid an immediate recollision. See 2.1.5 The Slot
Time and Collisions. While Ethernet collisions definitely reduce throughput, in the larger view they should
perhaps be thought of as a part of a remarkably inexpensive shared-access mediation protocol.

In unswitched Ethernets every packet is received by every host and it is up to the network card in each host
to determine if the arriving packet is addressed to that host. It is almost always possible to configure the
card to forward all arriving packets to the attached host; this poses a security threat and “password sniffers”
that surreptitiously collected passwords via such eavesdropping used to be common.

Password Sniffing

In the fall of 1994 at Loyola University I remotely changed the root password on several CS-department
unix machines at the other end of campus, using telnet. I told no one. Within two hours, someone else
logged into one of these machines, using the new password, from a host in Europe. Password sniffing was
the likely culprit.

Two months later was the so-called “Christmas Day Attack™ (/8.3.1 ISNs and spoofing). One of the
hosts used to launch this attack was Loyola’s hacked apollo.it.luc.edu. It is unclear the degree to which
password sniffing played a role in that exploit.
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Due to both privacy and efficiency concerns, almost all Ethernets today are fully switched; this ensures that
each packet is delivered only to the host to which it is addressed. One advantage of switching is that it
effectively eliminates most Ethernet collisions; while in principle it replaces them with a queuing issue, in
practice Ethernet switch queues so seldom fill up that they are almost invisible even to network managers
(unlike IP router queues). Switching also prevents host-based eavesdropping, though arguably a better
solution to this problem is encryption. Perhaps the more significant tradeoff with switches, historically, was
that Once Upon A Time they were expensive and unreliable; tapping directly into a common cable was dirt
cheap.

Ethernet addresses are six bytes long. Each Ethernet card (or network interface) is assigned a (supposedly)
unique address at the time of manufacture; this address is burned into the card’s ROM and is called the card’s
physical address or hardware address or MAC (Media Access Control) address. The first three bytes of
the physical address have been assigned to the manufacturer; the subsequent three bytes are a serial number
assigned by that manufacturer.

By comparison, IP addresses are assigned administratively by the local site. The basic advantage of having
addresses in hardware is that hosts automatically know their own addresses on startup; no manual configura-
tion or server query is necessary. It is not unusual for a site to have a large number of identically configured
workstations, for which all network differences derive ultimately from each workstation’s unique Ethernet
address.

The network interface continually monitors all arriving packets; if it sees any packet containing a destination
address that matches its own physical address, it grabs the packet and forwards it to the attached CPU (via a
CPU interrupt).

Ethernet also has a designated broadcast address. A host sending to the broadcast address has its packet
received by every other host on the network; if a switch receives a broadcast packet on one port, it forwards
the packet out every other port. This broadcast mechanism allows host A to contact host B when A does
not yet know B’s physical address; typical broadcast queries have forms such as “Will the designated server
please answer” or (from the ARP protocol) “will the host with the given IP address please tell me your
physical address”.

Traffic addressed to a particular host — that is, not broadcast — is said to be unicast.

Because Ethernet addresses are assigned by the hardware, knowing an address does not provide any direct
indication of where that address is located on the network. In switched Ethernet, the switches must thus have
a forwarding-table record for each individual Ethernet address on the network; for extremely large networks
this ultimately becomes unwieldy. Consider the analogous situation with postal addresses: Ethernet is
somewhat like attempting to deliver mail using social-security numbers as addresses, where each postal
worker is provided with a large catalog listing each person’s SSN together with their physical location. Real
postal mail is, of course, addressed “hierarchically” using ever-more-precise specifiers: state, city, zipcode,
street address, and name / room#. Ethernet, in other words, does not scale well to “large” sizes.

Switched Ethernet works quite well, however, for networks with up to 10,000-100,000 nodes. Forwarding
tables with size in that range are straightforward to manage.

To forward packets correctly, switches must know where all active destination addresses in the LAN are
located; traditional Ethernet switches do this by a passive learning algorithm. (IP routers, by comparison,
use “active” protocols, and some newer Ethernet switches take the approach of 3.4  Software-Defined
Networking.) Typically a host physical address is entered into a switch’s forwarding table when a packet
from that host is first received; the switch notes the packet’s arrival interface and source address and assumes
that the same interface is to be used to deliver packets back to that sender. If a given destination address has
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not yet been seen, and thus is not in the forwarding table, Ethernet switches still have the backup delivery
option of flooding: forwarding the packet to everyone by treating the destination address like the broadcast
address, and allowing the host Ethernet cards to sort it out. Since this broadcast-like process is not generally
used for more than one packet (after that, the switches will have learned the correct forwarding-table entries),
the risks of excessive traffic and of eavesdropping are minimal.

The <¢host,interface) forwarding table is often easier to think of as (host,next_hop), where the next_hop node
is whatever switch or host is at the immediate other end of the link connecting to the given interface. In a
fully switched network where each link connects only two interfaces, the two perspectives are equivalent.

1.10 IP - Internet Protocol

To solve the scaling problem with Ethernet, and to allow support for other types of LANs and point-to-point
links as well, the Internet Protocol was developed. Perhaps the central issue in the design of IP was to
support universal connectivity (everyone can connect to everyone else) in such a way as to allow scaling to
enormous size (in 2013 there appear to be around ~10° nodes, although IP should work to 10'° nodes or
more), without resulting in unmanageably large forwarding tables (currently the largest tables have about
300,000 entries.)

In the early days, IP networks were considered to be “internetworks” of basic networks (LANs); nowadays
users generally ignore LANs and think of the Internet as one large (virtual) network.

To support universal connectivity, IP provides a global mechanism for addressing and routing, so that
packets can actually be delivered from any host to any other host. IP addresses (for the most-common
version 4, which we denote IPv4) are 4 bytes (32 bits), and are part of the IP header that generally follows
the Ethernet header. The Ethernet header only stays with a packet for one hop; the IP header stays with the
packet for its entire journey across the Internet.

An essential feature of IPv4 (and IPv6) addresses is that they can be divided into a network part (a prefix)
and a host part (the remainder). The “legacy” mechanism for designating the IPv4 network and host address
portions was to make the division according to the first few bits:

first few bits | first byte | network bits | host bits | name | application

0 0-127 8 24 class A | afew very large networks
10 128-191 16 16 class B | institution-sized networks
110 192-223 | 24 8 class C | sized for smaller entities

For example, the original IP address allocation for Loyola University Chicago was 147.126.0.0, a class B.
In binary, 147 is 10010011.

IP addresses, unlike Ethernet addresses, are administratively assigned. Once upon a time, you would get
your Class B network prefix from the Internet Assigned Numbers Authority, or [ANA (they now delegate
this task), and then you would in turn assign the host portion in a way that was appropriate for your local site.
As a result of this administrative assignment, an IP address usually serves not just as an endpoint identifier
but also as a locator, containing embedded location information (at least in the sense of location within the
IP-address-assignment hierarchy, which may not be geographical). Ethernet addresses, by comparison, are
endpoint identifiers but not locators.
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The Class A/B/C definition above was spelled out in 1981 in RFC 791, which introduced IP. Class D was
added in 1986 by RFC 988; class D addresses must begin with the bits 1110. These addresses are for
multicast, that is, sending an IP packet to every member of a set of recipients (ideally without actually
transmitting it more than once on any one link).

Nowadays the division into the network and host bits is dynamic, and can be made at different positions
in the address at different levels of the network. For example, a small organization might receive a /27
address block (1/8 the size of a class-C /24) from its ISP, eg 200.1.130.96/27. The ISP routes to the or-
ganization based on this /27 prefix. At some higher level, however, routing might be based on the prefix
200.1.128/18; this might, for example, represent an address block assigned to the ISP (note that the first 18
bits of 200.1.130.x match 200.1.128; the first two bits of 128 and 130, taken as 8-bit quantities, are “10”).
The network/host division point is not carried within the IP header; routers negotiate this division point
when they negotiate the next_hop forwarding information. We will return to this in 9.5 The Classless IP
Delivery Algorithm.

The network portion of an IP address is sometimes called the network number or network address or
network prefix. As we shall see below, most forwarding decisions are made using only the network prefix.
The network prefix is commonly denoted by setting the host bits to zero and ending the resultant address
with a slash followed by the number of network bits in the address: eg 12.0.0.0/8 or 147.126.0.0/16. Note
that 12.0.0.0/8 and 12.0.0.0/9 represent different things; in the latter, the second byte of any host address
extending the network address is constrained to begin with a 0-bit. An anonymous block of IP addresses
might be referred to only by the slash and following digit, eg “we need a /22 block to accommodate all our
customers”.

All hosts with the same network address (same network bits) are said to be on the same IP network and
must be located together on the same LAN; as we shall see below, if two hosts share the same network
address then they will assume they can reach each other directly via the underlying LAN, and if they cannot
then connectivity fails. A consequence of this rule is that outside of the site only the network bits need to be
looked at to route a packet to the site.

Usually, all hosts (or more precisely all network interfaces) on the same physical LAN share the same
network prefix and thus are part of the same IP network. Occasionally, however, one LAN is divided into
multiple IP networks.

Each individual LAN technology has a maximum packet size it supports; for example, Ethernet has a
maximum packet size of about 1500 bytes but the once-competing Token Ring had a maximum of 4 kB.
Today the world has largely standardized on Ethernet and almost entirely standardized on Ethernet packet-
size limits, but this was not the case when IP was introduced and there was real concern that two hosts on
separate large-packet networks might try to exchange packets too large for some small-packet intermediate
network to carry.

Therefore, in addition to routing and addressing, the decision was made that IP must also support fragmen-
tation: the division of large packets into multiple smaller ones (in other contexts this may also be called
segmentation). The IP approach is not very efficient, and IP hosts go to considerable lengths to avoid frag-
mentation. IP does require that packets of up to 576 bytes be supported, and so a common legacy strategy
was for a host to limit a packet to at most 512 user-data bytes whenever the packet was to be sent via a
router; packets addressed to another host on the same LAN could of course use a larger packet size. Despite
its limited use, however, fragmentation is essential conceptually, in order for IP to be able to support large
packets without knowing anything about the intervening networks.

IP is a best effort system; there are no IP-layer acknowledgments or retransmissions. We ship the packet
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off, and hope it gets there. Most of the time, it does.

Architecturally, this best-effort model represents what is known as connectionless networking: the IP layer
does not maintain information about endpoint-to-endpoint connections, and simply forwards packets like a
giant LAN. Responsibility for creating and maintaining connections is left for the next layer up, the TCP
layer. Connectionless networking is not the only way to do things: the alternative could have been some
form connection-oriented internetworking, in which routers do maintain state information about individual
connections. Later, in 5.4 Virtual Circuits, we will examine how virtual-circuit networking can be used to
implement a connection-oriented approach; virtual-circuit switching is the primary alternative to datagram
switching.

Connectionless (IP-style) and connection-oriented networking each have advantages. Connectionless net-
working is conceptually more reliable: if routers do not hold connection state, then they cannot /ose con-
nection state. The path taken by the packets in some higher-level connection can easily be dynamically
rerouted. Finally, connectionless networking makes it hard for providers to bill by the connection; once
upon a time (in the era of dollar-a-minute phone calls) this was a source of mild astonishment to many new
users. (This was not always a given; the paper [CK74] considers, among other things, the possibility of
per-packet accounting.)

The primary advantage of connection-oriented networking, on the other hand, is that the routers are then
much better positioned to accept reservations and to make quality-of-service guarantees. This remains
something of a sore point in the current Internet: if you want to use Voice-over-IP, or VoIP, telephones, or
if you want to engage in video conferencing, your packets will be treated by the Internet core just the same
as if they were low-priority file transfers. There is no “priority service” option.

The most common form of IP packet loss is router queue overflows, representing network congestion. Packet
losses due to packet corruption are rare (eg less than one in 10*; perhaps much less). But in a connectionless
world a large number of hosts can simultaneously attempt to send traffic through one router, in which case
queue overflows are hard to avoid.

Although we will often assume, for simplicity, that routers have a fixed input queue size, the reality is often
a little more complicated. See 2/.5 Active Queue Management and 23 Queuing and Scheduling.

1.10.1 IP Forwarding

IP routers use datagram forwarding, described in /.4 Datagram Forwarding above, to deliver packets, but
the “destination” values listed in the forwarding tables are network prefixes — representing entire LANs —
instead of individual hosts. The goal of IP forwarding, then, becomes delivery to the correct LAN; a separate
process is used to deliver to the final host once the final LAN has been reached.

The entire point, in fact, of having a network/host division within IP addresses is so that routers need to
list only the network prefixes of the destination addresses in their IP forwarding tables. This strategy is the
key to IP scalability: it saves large amounts of forwarding-table space, it saves time as smaller tables allow
faster lookup, and it saves the bandwidth and overhead that would be needed for routers to keep track of
individual addresses. To get an idea of the forwarding-table space savings, there are currently (2013) around
a billion hosts on the Internet, but only 300,000 or so networks listed in top-level forwarding tables.

With IP’s use of network prefixes as forwarding-table destinations, matching an actual packet address to a
forwarding-table entry is no longer a matter of simple equality comparison; routers must compare appropri-
ate prefixes.
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IP forwarding tables are sometimes also referred to as “routing tables”; in this book, however, we make
at least a token effort to use “forwarding” to refer to the packet forwarding process, and “routing” to refer
to mechanisms by which the forwarding tables are maintained and updated. (If we were to be completely
consistent here, we would use the term “forwarding loop” rather than “routing loop”.)

Now let us look at an example of how IP forwarding (or routing) works. We will assume that all network
nodes are either hosts — user machines, with a single network connection — or routers, which do packet-
forwarding only. Routers are not directly visible to users, and always have at least two different network
interfaces representing different networks that the router is connecting. (Machines can be both hosts and
routers, but this introduces complications.)

Suppose A is the sending host, sending a packet to a destination host D. The IP header of the packet will
contain D’s IP address in the “destination address” field (it will also contain A’s own address as the “source
address”). The first step is for A to determine whether D is on the same LAN as itself or not; that is, whether
D is local. This is done by looking at the network part of the destination address, which we will denote by
Dyt If this net address is the same as A’s (that is, if it is equal numerically to Ape), then A figures D is on
the same LAN as itself, and can use direct LAN delivery. It looks up the appropriate physical address for D
(probably with the ARP protocol, /0.2 Address Resolution Protocol: ARP), attaches a LAN header to the
packet in front of the IP header, and sends the packet straight to D via the LAN.

If, however, Aper and Dye; do not match — D is non-local — then A looks up a router to use. Most ordinary
hosts use only one router for all non-local packet deliveries, making this choice very simple. A then forwards
the packet to the router, again using direct delivery over the LAN. The IP destination address in the packet
remains D in this case, although the LAN destination address will be that of the router.

When the router receives the packet, it strips off the LAN header but leaves the IP header with the IP
destination address. It extracts the destination D, and then looks at D,e.. The router first checks to see
if any of its network interfaces are on the same LAN as D; recall that the router connects to at least one
additional network besides the one for A. If the answer is yes, then the router uses direct LAN delivery to the
destination, as above. If, on the other hand, Dy is not a LAN to which the router is connected directly, then
the router consults its internal forwarding table. This consists of a list of networks each with an associated
next_hop address. These (net,next_hop) tables compare with switched-Ethernet’s (host,next_hop) tables;
the former type will be smaller because there are many fewer nets than hosts. The next_hop addresses in the
table are chosen so that the router can always reach them via direct LAN delivery via one of its interfaces;
generally they are other routers. The router looks up Dy in the table, finds the next_hop address, and uses
direct LAN delivery to get the packet to that next_hop machine. The packet’s IP header remains essentially
unchanged, although the router most likely attaches an entirely new LAN header.

The packet continues being forwarded like this, from router to router, until it finally arrives at a router that
is connected to Dye; it is then delivered by that final router directly to D, using the LAN.

To make this concrete, consider the following diagram:

A B C F E D: 200.0.1.37

S - s
200.0.0/24 200.0.1/24

Two LANSs joined by three routers

With Ethernet-style forwarding, R2 would have to maintain entries for each of A,B,C,D,E.F. With IP for-
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warding, R2 has just two entries to maintain in its forwarding table: 200.0.0/24 and 200.0.1/24. If A sends
to D, at 200.0.1.37, it puts this address into the IP header, notes that 200.0.0 # 200.0.1, and thus concludes
D is not a local delivery. A therefore sends the packet to its router R1, using LAN delivery. R1 looks up the
destination network 200.0.1 in its forwarding table and forwards the packet to R2, which in turn forwards it
to R3. R3 now sees that it is connected directly to the destination network 200.0.1, and delivers the packet
via the LAN to D, by looking up D’s physical address.

In this diagram, IP addresses for the ends of the R1-R2 and R2-R3 links are not shown. They could be
assigned global IP addresses, but they could also use “private” IP addresses. Assuming these links are
point-to-point links, they might not actually need IP addresses at all; we return to this in 9.8 Unnumbered
Interfaces.

One can think of the network-prefix bits as analogous to the “zip code” on postal mail, and the host bits as
analogous to the street address. The internal parts of the post office get a letter to the right zip code, and
then an individual letter carrier (the LAN) gets it to the right address. Alternatively, one can think of the
network bits as like the area code of a phone number, and the host bits as like the rest of the digits. Newer
protocols that support different net/host division points at different places in the network — sometimes called
hierarchical routing — allow support for addressing schemes that correspond to, say, zip/street/user, or
areacode/exchange/subscriber.

The Invertebrate Internet

The backbone is not as essential as it once was. Once Upon A Time, all traffic between different providers
passed through the backbone. The legacy backbone still exists, but today it is also common for traffic
from large providers such as Google to take a backbone-free path; such providers connect (or “peer”)
directly with large residential ISPs such as Comcast. Google refers to this as their “Edge Network™; see
peering.google.com and also 15.7.1 MED values and traffic engineering.

We will refer to the Internet backbone as those IP routers that specialize in large-scale routing on the
commercial Internet, and which generally have forwarding-table entries covering all public IP addresses;
note that this is essentially a business definition rather than a technical one. We can revise the table-size
claim of the previous paragraph to state that, while there are many private IP networks, there are about
800,000 separate network prefixes (as of 2019) visible to the backbone. (In 2012, the year this book was
started, there were about 400,000 prefixes.) A forwarding table of 800,000 entries is quite feasible; a table a
hundred times larger is not, let alone a thousand times larger. For a graph of the growth in network prefixes
/ forwarding-table entries, see /5.5 BGP Table Size.

IP routers at non-backbone sites generally know all locally assigned network prefixes, eg 200.0.0/24 and
200.0.1/24 above. If a destination does not match any locally assigned network prefix, the packet needs
to be routed out into the Internet at large; for typical non-backbone sites this almost always this means
the packet is sent to the ISP that provides Internet connectivity. Generally the local routers will contain a
catchall default entry covering all nonlocal networks; this means that the router needs an explicit entry only
for locally assigned networks. This greatly reduces the forwarding-table size. The Internet backbone can be
approximately described, in fact, as those routers that do not have a default entry.

For most purposes, the Internet can be seen as a combination of end-user LANs together with point-to-point
links joining these LANS to the backbone, point-to-point links also tie the backbone together. Both LANs
and point-to-point links appear in the diagram above.
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Just how routers build their (destnet,next_hop) forwarding tables is a major topic itself, which we cover in
13 Routing-Update Algorithms. Unlike Ethernet, IP routers do not have a “flooding” delivery mechanism
as a fallback, so the tables must be constructed in advance. (There is a limited form of IP broadcast, but it
is basically intended for reaching the local LAN only, and does not help at all with delivery in the event that
the destination network is unknown.)

Most forwarding-table-construction algorithms used on a set of routers under common management fall into
either the distance-vector or the link-state category; these are described in /3 Routing-Update Algorithms.
Routers not under common management — that is, neighboring routers belonging to different organizations
— exchange information through the Border Gateway Protocol, BGP (/4 Large-Scale IP Routing). BGP
allows routing decisions to be based on a fusion of “technical” information (which sites are reachable at all,
and through where) together with “policy” information representing legal or commercial agreements: which
outside routers are “preferred”, whose traffic an ISP will carry even if it isn’t to one of the ISP’s customers,
etc.

Most common residential “routers” involve network address translation in addition to packet forwarding.
See 9.7 Network Address Translation.

1.10.2 The Future of IPv4

As mentioned earlier, allocation of blocks of IP addresses is the responsibility of the Internet Assigned
Numbers Authority. IANA long ago delegated the job of allocating network prefixes to individual sites; they
limited themselves to handing out /8 blocks (class A blocks) to the five regional registries, which are

* ARIN — North America
* RIPE — Europe, the Middle East and parts of Asia

APNIC — East Asia and the Pacific

AfriNIC — most of Africa

LLACNIC — Central and South America

As of the end of January 2011, the IANA finally ran out of /8 blocks. There is a table at http://www.iana.
org/assignments/ipv4-address-space/ipv4-address-space.xml of all IANA assignments of /8 blocks; exami-
nation of the table shows all have now been allocated.

In September 2015, ARIN ran out of its pool of IPv4 addresses. Most of ARIN’s customers are ISPs, which
can now obtain new IPv4 addresses only by buying unused address blocks from other organizations.

A few months after the IANA pool ran out in 2011, Microsoft purchased 666,624 IP addresses (2604 Class-
C blocks) in a Nortel bankruptcy auction for $7.5 million. Three years later, IP-address prices fell to half
that, but, by 2019, had climbed to the $20-and-up range. It is possible that the market for IPv4 address
blocks will continue to develop; alternatively, this turn of events may accelerate implementation of IPv6,
which has 128-bit addresses.

An IPv4 address price in the range of $20 is unlikely to have much impact in residential Internet access,
where annual connection fees are often $600. Large organizations use NAT (9.7 Network Address Trans-
lation) extensively, leading to the need for only a small number of globally visible addresses. The IPv4
address shortage does not even seem to have affected wireless networking. It does, however, lead to ineffi-
cient routing tables, as sites that might once have had a single /17 address block — and thus a single backbone
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forwarding-table entry — might now be spread over more than a hundred /24 blocks and concomitant for-
warding entries.

1.11 DNS

IP addresses are hard to remember (nearly impossible in IPv6). The domain name system, or DNS
(10.1 DNS), comes to the rescue by creating a way to convert hierarchical text names to IP addresses.
Thus, for example, one can type www . luc.edu instead of 147.126.1.230. Virtually all Internet software
uses the same basic library calls to convert DNS names to actual addresses.

One thing DNS makes possible is changing a website’s IP address while leaving the name alone. This
allows moving a site to a new provider, for example, without requiring users to learn anything new. It
is also possible to have several different DNS names resolve to the same IP address, and — through some
modest trickery — have the http (web) server at that IP address handle the different DNS names as completely
different websites.

DNS is hierarchical and distributed. In looking up cs.luc.edu four different DNS servers may be
queried: for the so-called “DNS root zone”, for edu, for luc.edu and for cs.luc.edu. Searching
a hierarchy can be cumbersome, so DNS search results are normally cached locally. If a name is not found
in the cache, the lookup may take a couple seconds. The DNS hierarchy need have nothing to do with the
IP-address hierarchy.

1.12 Transport

The IP layer gets packets from one node to another, but it is not well-suited to transport. First, IP routing
is a “best-effort” mechanism, which means packets can and do get lost sometimes. Additionally, data that
does arrive can arrive out of order. Finally, IP only supports sending to a specific host; normally, one wants
to send to a given application running on that host. Email and web traffic, or two different web sessions,
should not be commingled!

The Transport layer is the layer above the IP layer that handles these sorts of issues, often by creating some
sort of connection abstraction. Far and away the most popular mechanism in the Transport layer is the
Transmission Control Protocol, or TCP. TCP extends IP with the following features:

* reliability: TCP numbers each packet, and keeps track of which are lost and retransmits them after
a timeout. It holds early-arriving out-of-order packets for delivery at the correct time. Every arriving
data packet is acknowledged by the receiver; timeout and retransmission occurs when an acknowl-
edgment packet isn’t received by the sender within a given time.

* connection-orientation: Once a TCP connection is made, an application sends data simply by writing
to that connection. No further application-level addressing is needed. TCP connections are managed
by the operating-system kernel, not by the application.

* stream-orientation: An application using TCP can write 1 byte at a time, or 100 kB at a time; TCP
will buffer and/or divide up the data into appropriate sized packets.

* port numbers: these provide a way to specify the receiving application for the data, and also to
identify the sending application.

30 1 An Overview of Networks



An Introduction to Computer Networks, Release 2.0.2

* throughput management: TCP attempts to maximize throughput, while at the same time not con-
tributing unnecessarily to network congestion.

TCP endpoints are of the form ¢host,port); these pairs are known as socket addresses, or sometimes as just
sockets though the latter refers more properly to the operating-system objects that receive the data sent to
the socket addresses. Servers (or, more precisely, server applications) listen for connections to sockets they
have opened; the client is then any endpoint that initiates a connection to a server.

When you enter a host name in a web browser, it opens a TCP connection to the server’s port 80 (the standard
web-traffic port), that is, to the server socket with socket-address (server,80). If you have several browser
tabs open, each might connect to the same server socket, but the connections are distinguishable by virtue
of using separate ports (and thus having separate socket addresses) on the client end (that is, your end).

A busy server may have thousands of connections to its port 80 (the web port) and hundreds of connections
to port 25 (the email port). Web and email traffic are kept separate by virtue of the different ports used. All
those clients to the same port, though, are kept separate because each comes from a unique ¢host,port) pair.
A TCP connection is determined by the (host,port) socket address at each end; traffic on different connec-
tions does not intermingle. That is, there may be multiple independent connections to (www.luc.edu,80).
This is somewhat analogous to certain business telephone numbers of the “operators are standing by” type,
which support multiple callers at the same time to the same toll-free number. Each call to that number
is answered by a different operator (corresponding to a different cpu process), and different calls do not
“overhear” each other.

TCP uses the sliding-windows algorithm, 8§ Abstract Sliding Windows, to keep multiple packets en route
at any one time. The window size represents the number of packets simultaneously in transit (TCP actually
keeps track of the window size in bytes, but packets are easier to visualize). If the window size is 10
packets, for example, then at any one time 10 packets are in transit (perhaps 5 data packets and 5 returning
acknowledgments). Assuming no packets are lost, then as each acknowledgment arrives the window “slides
forward” by one packet. The data packet 10 packets ahead is then sent, to maintain a total of 10 packets
on the wire. For example, consider the moment when the ten packets 20-29 are in transit. When ACK[20]
is received, the number of packets outstanding drops to 9 (packets 21-29). To keep 10 packets in flight,
Data[30] is sent. When ACK][21] is received, Data[31] is sent, and so on.

Sliding windows minimizes the effect of store-and-forward delays, and propagation delays, as these then
only count once for the entire windowful and not once per packet. Sliding windows also provides an auto-
matic, if partial, brake on congestion: the queue at any switch or router along the way cannot exceed the
window size. In this it compares favorably with constant-rate transmission, which, if the available band-
width falls below the transmission rate, always leads to overflowing queues and to a significant percentage of
dropped packets. Of course, if the window size is too large, a sliding-windows sender may also experience
dropped packets.

The ideal window size, at least from a throughput perspective, is such that it takes one round-trip time to send
an entire window, so that the next ACK will always be arriving just as the sender has finished transmitting the
window. Determining this ideal size, however, is difficult; for one thing, the ideal size varies with network
load. As a result, TCP approximates the ideal size. The most common TCP strategy — that of so-called TCP
Reno — is that the window size is slowly raised until packet loss occurs, which TCP takes as a sign that it
has reached the limit of available network resources. At that point the window size is reduced to half its
previous value, and the slow climb resumes. The effect is a “sawtooth” graph of window size with time,
which oscillates (more or less) around the “optimal” window size. For an idealized sawtooth graph, see
19.1.1 The Somewhat-Steady State; for some “real” (simulation-created) sawtooth graphs see 3/.4.1 Some
TCP Reno cwnd graphs.

1.12 Transport 31



An Introduction to Computer Networks, Release 2.0.2

While this window-size-optimization strategy has its roots in attempting to maximize the available band-
width, it also has the effect of greatly limiting the number of packet-loss events. As a result, TCP has come
to be the Internet protocol charged with reducing (or at least managing) congestion on the Internet, and —
relatedly — with ensuring fairness of bandwidth allocations to competing connections. Core Internet routers
— at least in the classical case — essentially have no role in enforcing congestion or fairness restrictions at all.
The Internet, in other words, places responsibility for congestion avoidance cooperatively into the hands of
end users. While “cheating” is possible, this cooperative approach has worked remarkably well.

While TCP is ubiquitous, the real-time performance of TCP is not always consistent: if a packet is lost,
the receiving TCP host will not turn over anything further to the receiving application until the lost packet
has been retransmitted successfully; this is often called head-of-line blocking. This is a serious problem
for sound and video applications, which can discretely handle modest losses but which have much more
difficulty with sudden large delays. A few lost packets ideally should mean just a few brief voice dropouts
(pretty common on cell phones) or flicker/snow on the video screen (or just reuse of the previous frame);
both of these are better than pausing completely.

The basic alternative to TCP is known as UDP, for User Datagram Protocol. UDP, like TCP, provides port
numbers to support delivery to multiple endpoints within the receiving host, in effect to a specific process on
the host. As with TCP, a UDP socket consists of a ¢host,port) pair. UDP also includes, like TCP, a checksum
over the data. However, UDP omits the other TCP features: there is no connection setup, no lost-packet
detection, no automatic timeout/retransmission, and the application must manage its own packetization.
This simplicity should not be seen as all negative: the absence of connection setup means data transmission
can get started faster, and the absence of lost-packet detection means there is no head-of-line blocking. See
16 UDP Transport.

The Real-time Transport Protocol, or RTP, sits above UDP and adds some additional support for voice and
video applications.

1.12.1 Transport Communications Patterns

The two “classic” traffic patterns for Internet communication are these:

* Interactive or bursty communications such as via ssh or telnet, with long idle times between short
bursts

* Bulk file transfers, such as downloading a web page

TCP handles both of these well, although its congestion-management features apply only when a large
amount of data is in transit at once. Web browsing is something of a hybrid; over time, there is usually
considerable burstiness, but individual pages now often exceed 1 MB.

To the above we might add request/reply operations, eg to query a database or to make DNS requests. TCP
is widely used here as well, though most DNS traffic still uses UDP. There are periodic calls for a new
protocol specifically addressing this pattern, though at this point the use of TCP is well established. If a
sequence of request/reply operations is envisioned, a single TCP connection makes excellent sense, as the
connection-setup overhead is minimal by comparison. See also /6.5 Remote Procedure Call (RPC) and
18.15.2 SCTP.

This century has seen an explosion in streaming video (25.3.2 Streaming Video), in lengths from a few
minutes to a few hours. Streaming radio stations might be left playing indefinitely. TCP generally works
well here, assuming the receiver can get, say, a minute ahead, buffering the video that has been received
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but not yet viewed. That way, if there is a dip in throughput due to congestion, the receiver has time to
recover. Buffering works a little less well for streaming radio, as the listener doesn’t want to get too far
behind, though ten seconds is reasonable. Fortunately, audio bandwidth is smaller.

Another issue with streaming video is the bandwidth demand. Most streaming-video services attempt
to estimate the available throughput, and then adapt to that throughput by changing the video resolution
(25.3 Real-time Traffic).

Typically, video streaming operates on a start/stop basis: the sender pauses when the receiver’s playback
buffer is “full”, and resumes when the playback buffer drops below a certain threshold.

If the video (or, for that matter, voice audio) is interactive, there is much less opportunity for stream buffer-
ing. If someone asks a simple question on an Internet telephone call, they generally want an answer more
or less immediately; they do not expect to wait for the answer to make it through the other party’s stream
buffer. 200 ms of buffering is noticeable. Here we enter the realm of genuine real-time traffic (25.3 Real-
time Traffic). UDP is often used to avoid head-of-line blocking. Lower bandwidth helps; voice-grade
communications traditionally need only 8 kB/sec, less if compression is used. On the other hand, there may
be constraints on the variation in delivery time (known as jitter; see 25.11.3 RTP Control Protocol for a
specific numeric interpretation). Interactive video, with its much higher bandwidth requirements, is more
difficult; fortunately, users seem to tolerate the common pauses and freezes.

Within the Transport layer, essentially all network connections involve a client and a server. Often this
pattern is repeated at the Application layer as well: the client contacts the server and initiates a login session,
or browses some web pages, or watches a movie. Sometimes, however, Application-layer exchanges fit the
peer-to-peer model better, in which the two endpoints are more-or-less co-equals. Some examples include

* Internet telephony: there is no benefit in designating the party who place the call as the “client”
* Message passing in a CPU cluster, often using /6.5 Remote Procedure Call (RPC)

* The routing-communication protocols of /3 Routing-Update Algorithms. When router A reports to
router B we might call A the client, but over time, as A and B report to one another repeatedly, the
peer-to-peer model makes more sense.

* So-called peer-to-peer file-sharing, where individuals exchange files with other individuals (and as
opposed to “cloud-based” file-sharing in which the “cloud” is the server).

RFC 5694 contains additional discussion of peer-to-peer patterns.

1.12.2 Content-Distribution Networks

Sites with an extremely large volume of content to distribute often turn to a specialized communication
pattern called a content-distribution network or CDN. To reduce the amount of long-distance traffic, or to
reduce the round-trip time, a site replicates its content at multiple datacenters (also called Points of Presence
(PoPs), nodes, access points or edge servers). When a user makes a request (eg for a web page or a video),
the request is routed to the nearest (or approximately nearest) datacenter, and the content is delivered from
there.

CDN Mapping I
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For a geographical map of the servers in the NetFlix CDN as of 2016, see [BCTCUI6]. The map was
created solely through end-user measurements. Most of the servers are in North and South America and

Europe.

Large web pages typically contain both static content and also individualized dynamic content. On a typical
Facebook page, for example, the videos and javascript might be considered static, while the individual wall
posts might be considered dynamic. The CDN may cache all or most of the static content at each of its edge
servers, leaving the dynamic content to come from a centralized server. Alternatively, the dynamic content
may be replicated at each CDN edge node as well, though this introduces some real-time coordination issues.

If dynamic content is not replicated, the CDN may include private high-speed links between its nodes,
allowing for rapid low-congestion delivery to any node. Alternatively, CDN nodes may simply communicate
using the public Internet. Finally, the CDN may (or may not) be configured to support fast interactive traffic
between nodes, eg teleconferencing traffic, as is outlined in 25.6.1 A CDN Alternative to IntServ.

Organizations can create their own CDNs, but often turn to specialized CDN providers, who often combine
their CDN services with website-hosting services.

In principle, all that is needed to create a CDN is a multiplicity of datacenters, each with its own connection
to the Internet; private links between datacenters are also common. In practice, many CDN providers also
try to build direct connections with the ISPs that serve their customers; the Google Edge Network above
does this. This can improve performance and reduce traffic costs; we will return to this in /5.7.1 MED
values and traffic engineering.

Finding the edge server that is closest to a given user is a tricky issue. There are three techniques in common
use. In the first, the edge servers are all given different IP addresses, and DNS is configured to have users
receive the IP address of the closest edge server, /0./ DNS. In the second, each edge server has the same
IP address, and anycast routing is used to route traffic from the user to the closest edge server, /5.8 BGP
and Anycast. Finally, for HTTP applications a centralized server can look up the approximate location of
the user, and then redirect the web page to the closest edge server.

1.13 Firewalls

One problem with having a program on your machine listening on an open TCP port is that someone may
connect and then, using some flaw in the software on your end, do something malicious to your machine.
Damage can range from the unintended downloading of personal data to compromise and takeover of your
entire machine, making it a distributor of viruses and worms or a steppingstone in later break-ins of other
machines.

A strategy known as buffer overflow (28.2 Stack Buffer Overflow) has been the basis for a great many
total-compromise attacks. The idea is to identify a point in a server program where it fills a memory
buffer with network-supplied data without careful length checking; almost any call to the C library function
gets (buf) will suffice. The attacker then crafts an oversized input string which, when read by the server
and stored in memory, overflows the buffer and overwrites subsequent portions of memory, typically con-
taining the stack-frame pointers. The usual goal is to arrange things so that when the server reaches the end
of the currently executing function, control is returned not to the calling function but instead to the attacker’s
own payload code located within the string.
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A firewall is a mechanism to block connections deemed potentially risky, eg those originating from outside
the site. Generally ordinary workstations do not ever need to accept connections from the Internet; client
machines instead initiate connections to (better-protected) servers. So blocking incoming connections works
reasonably well; when necessary (eg for games) certain ports can be selectively unblocked.

The original firewalls were built into routers. Incoming traffic to servers was often blocked unless it was
sent to one of a modest number of “open” ports; for non-servers, typically all inbound connections were
blocked. This allowed internal machines to operate reasonably safely, though being unable to accept incom-
ing connections is sometimes inconvenient.

Nowadays per-host firewalls — in addition to router-based firewalls — are common: you can configure your
workstation not to accept inbound connections to most (or all) ports regardless of whether software on the
workstation requests such a connection. Outbound connections can, in many cases, also be prevented.

The typical home router implements something called network-address translation (9.7 Network Address
Translation), which, in addition to conserving IPv4 addresses, also provides firewall protection.

1.14 Some Useful Utilities

There exists a great variety of useful programs for probing and diagnosing networks. Here we list a few
of the simpler, more common and available ones; some of these are addressed in more detail in subsequent
chapters. Some of these, like ping, are generally present by default; others will have to be installed from
somewhere.

ping

Ping is useful to determine if another machine is accessible, eg

ping www.cs.luc.edu
ping 147.126.1.230

See 10.4 Internet Control Message Protocol for how it works. Sometimes ping fails because the necessary
packets are blocked by a firewall.

ifconfig, ipconfig, ip

To find your own IP address you can use ipconfig on Windows, i fconfig on Linux and Macintosh
systems, or the newer ip addr 1list on Linux. The output generally lists all active interfaces but can be
restricted to selected interfaces if desired. The ip command in particular can do many other things as well.
The Windows command netsh interface ip show config also provides IP addresses.

nslookup, dig and host

This trio of programs, all developed by the Internet Systems Consortium, are all used for DNS lookups.
They differ in convenience and options. The oldest is nslookup, the one with the most options (by a
rather wide margin) is dig, and the newest and arguably most convenient for normal usage is host.

nslookup intronetworks.cs.luc.edu

Non—authoritative answer:
Name: intronetworks.cs.luc.edu
Address: 162.216.18.28
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dig intronetworks.cs.luc.edu

;; ANSWER SECTION:
intronetworks.cs.luc.edu. 86400 IN A 162.216.18.28
host intronetworks.cs.luc.edu

intronetworks.cs.luc.edu has address 162.216.18.28
intronetworks.cs.luc.edu has IPv6 address 2600:3c03::f03c:91ff:fe69:£438

See 10.1.2 nslookup and dig.
traceroute

This lists the route from you to a remote host:

traceroute intronetworks.cs.luc.edu

1 147.126.65.1 (147.126.65.1) 0.751 ms 0.753 ms 0.783 ms

2 147.126.95.54 (147.126.95.54) 1.319 ms 1.286 ms 1.253 ms

3 12.31.132.169 (12.31.132.169) 1.225 ms 1.231 ms 1.193 ms

4 cr83.cgcil.ip.att.net (12.123.7.46) 4.983 ms cr84.cgcil.ip.att.net (12.
—123.7.170) 4.825 ms 4.812 ms

5 c¢cr83.cgcil.ip.att.net (12.123.7.46) 4.926 ms 4.904 ms 4.888 ms

6 crl.cgcil.ip.att.net (12.122.99.33) 5.043 ms cr2.cgcil.ip.att.net (12.
—122.132.109) 5.343 ms 5.317 ms

7 garl3.cgcil.ip.att.net (12.122.132.121) 3.879 ms 18.347 ms ggrd.cgcil.
—ip.att.net (12.122.133.33) 2.987 ms

8 chi-b2l-link.telia.net (213.248.87.253) 2.344 ms 2.305 ms 2.409 ms

9 nyk-bb2-link.telia.net (80.91.248.197) 24.065 ms nyk-bbl-link.telia.net
—(213.155.136.70) 24.986 ms nyk-bb2-link.telia.net (62.115.137.58) 23.158_
—ms
10 nyk-b3-link.telia.net (62.115.112.255) 23.557 ms 23.548 ms nyk-b3-link.
—telia.net (80.91.248.178) 24.510 ms
11 netaccess-tic-133837-nyk-b3.c.telia.net (213.248.99.90) 23.957 ms 24.
—382 ms 24.164 ms
12 0.el-4.tbrl.mmu.nac.net (209.123.10.101) 24.922 ms 24.737 ms 24.754 ms
13 207.99.53.42 (207.99.53.42) 24.024 ms 24.249 ms 23.924 ms

The last router (and intronetworks.cs.luc.edu itself) don’t respond to the traceroute packets, so
the list is not quite complete. The Windows t racert utility is functionally equivalent. See /0.4.1 Tracer-
oute and Time Exceeded for further information.

Traceroute sends, by default, three probes for each router. Sometimes the responses do not all come back
from the same router, as happened above at routers 4, 6, 7, 9 and 10. Router 9 sent back three distinct
responses.

On Linux systems the mtr command may be available as an alternative to traceroute; it repeats the traceroute
at one-second intervals and generates cumulative statistics.
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route and netstat

The commands route, route print (Windows), ip route show (Linux), and netstat -r (all
systems) display the host’s local IP forwarding table. For workstations not acting as routers, this includes the
route to the default router and, usually, not much else. The default route is sometimes listed as destination
0.0.0.0 with netmask 0.0.0.0 (equivalent to 0.0.0.0/0).

The command netstat —a shows the existing TCP connections and open UDP sockets.
netcat

The netcat program, often called nc, allows the user to create TCP or UDP connections and send lines
of text back and forth. It is seldom included by default. See /6./.4 netcat and 17.6.2 netcat again.

WireShark

This is a convenient combination of packet capture and packet analysis, from wireshark.org. See /7.4 TCP
and WireShark and 12.4 Using IPv6 and IPv4 Together for examples.

WireShark was originally named Etherreal. An earlier command-line-only packet-capture program is tcp-
dump, though WireShark has greatly expanded support for packet-format decoding. Both WireShark and
tcpdump support both live packet capture and reading from . pcap (packet capture) and .pcapng (next
generation) files.

WireShark is the only non-command-line program listed here. It is sometimes desired to monitor packets
on a remote system. If X-windows is involved (eg on Linux), this can be done by logging in from one’s
local system using ssh —X, which enables X-windows forwarding, and then starting wireshark (or
perhaps sudo wireshark) from the command line. Other alternatives include tcpdump and tshark; the
latter is part of the WireShark distribution and supports the same packet-decoding facilities as WireShark.
Finally, there is termshark, a frontend for tshark that offers a terminal-based interface reasonably similar to
WireShark’s graphical interface.

1.15 IETF and OSI

The Internet protocols discussed above are defined by the Internet Engineering Task Force, or IETF (under
the aegis of the Internet Architecture Board, or IAB, in turn under the aegis of the Internet Society,
ISOC). The IETF publishes “Request For Comment” or RFC documents that contain all the formal Internet
standards; these are available at http://www.ietf.org/rfc.html (note that, by the time a document appears
here, the actual comment-requesting period is generally long since closed). The five-layer model is closely
associated with the IETF, though is not an official standard.

RFC standards sometimes allow modest flexibility. With this in mind, RFC 2119 declares official under-
standings for the words MUST and SHOULD. A feature labeled with MUST is “an absolute requirement
for the specification”, while the term SHOULD is used when

there may exist valid reasons in particular circumstances to ignore a particular item, but the
full implications must be understood and carefully weighed before choosing a different course.

The original ARPANET network was developed by the US government’s Defense Advanced Research
Projects Agency, or DARPA; it went online in 1969. The National Science Foundation began NSFNet in
1986; this largely replaced ARPANET. In 1991, operation of the NSFNet backbone was turned over to
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ANSNet, a private corporation. The ISOC was founded in 1992 as the NSF continued to retreat from the
networking business.

Hallmarks of the IETF design approach were David Clark’s declaration

We reject: kings, presidents and voting.
We believe in: rough consensus and running code.

and RFC Editor Jon Postel’s Robustness Principle, here stated in its RFC 761/RFC 793 form:

TCP implementations should follow a general principle of robustness: be conservative in what
you do, be liberal in what you accept from others.

Postel’s aphorism is often shortened to “be liberal in what you accept, and conservative in what you send”.
As such, it has come in for occasional criticism in recent years, especially with regard to cryptographic
protocols, for which lax enforcement can lead to security vulnerabilities. To be fair, however, Postel wrote
this in an era when protocol specifications sometimes failed to fully spell out the rules for every possible
situation, and too-strict implementations sometimes failed to interoperate. Just what should happen if a
TCP packet arrives with the SYN bit set, for creating a new connection, and also the FIN bit, for terminating
a connection? However, TCP specifications today are generally much more complete, and cryptographic
protocols even moreso. One way to read Postel’s rule is that protocol implementations should be as strict as
necessary, but no stricter.

There is a persistent — though false — notion that the distributed-routing architecture of IP was due to a US
Department of Defense mandate that the original ARPAnet be built to survive a nuclear attack. In fact, the
developers of IP seemed unconcerned with this. However, Paul Baran did write, in his 1962 paper outlining
the concept of packet switching, that

If [the number of stations] is made sufficiently large, it can be shown that highly survivable
system structures can be built — even in the thermonuclear era.

In 1977 the International Organization for Standardization, or ISO, founded the Open Systems Interconnec-
tion project, or OSI, a process for creation of new network standards. OSI represented an attempt at the
creation of networking standards independent of any individual government.

The OSI project is today perhaps best known for its seven-layer networking model: between Transport and
Application were inserted the Session and Presentation layers. The Session layer was to handle “sessions”
between applications (including the graceful closing of Transport-layer connections, something included in
TCP, and the re-establishment of “broken” Transport-layer connections, which TCP could sorely use), and
the Presentation layer was to handle things like defining universal data formats (eg for binary numeric data,
or for non-ASCII character sets), and eventually came to include compression and encryption as well.

Data presentation and session management are important concepts, but in many cases it has not proved
necessary, or even particularly useful, to make them into true layers, in the sense that a layer communicates
directly only with the layers adjacent to it. What often happens is that the Application layer manages
its own Transport connections, and is responsible for reading and writing data directly from and to the
Transport layer. The application then uses conventional libraries for Presentation actions such as encryption,
compression and format translation, and for Session actions such as handling broken Transport connections
and multiplexing streams of data over a single Transport connection. Version 2 of the HTTP protocol, for
example, contains a subprotocol for managing multiple streams; this is generally regarded as part of the
Application layer.

However, the SSL/TLS transport-encryption service, 29.5.2 TLS, can be viewed as an example of a true
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Presentation layer. Applications generally read and write data directly to the SSL/TLS endpoint, which in
turn mostly encapsulates the underlying TCP connection. The encapsulation is incomplete, though, in that
SSL/TLS applications generally are responsible for creating their own Transport-layer (TCP) connections;
see 29.5.3 A TLS Programming Example and the note at the end of 29.5.3.2 TLSserver. (TCP and UDP
checksums also raise encapsulation difficulties; see /6.1.3.2 UDP and IP addresses.)

OSI has its own version of IP and TCP. The IP equivalent is CLNP, the ConnectionLess Network Protocol,
although OSI also defines a connection-oriented protocol CMNS. The TCP equivalent is TP4; OSI also
defines TPO through TP3 but those are for connection-oriented networks.

It seems clear that the primary reasons the OSI protocols failed in the marketplace were their ponderous
bureaucracy for protocol management, their principle that protocols be completed before implementation
began, and their insistence on rigid adherence to the specifications to the point of non-interoperability;
indeed, Postel’s aphorism above may have been intended as a response to this last point. In contrast, the
IETF had (and still has) a “two working implementations” rule for a protocol to become a “Draft Standard”.
From RFC 2026:

A specification from which at least two independent and interoperable implementations from different
code bases have been developed, and for which sufficient successful operational experience has been
obtained, may be elevated to the “Draft Standard” level. [emphasis added]

This rule has often facilitated the discovery of protocol design weaknesses early enough that the problems
could be fixed. The OSI approach is a striking failure for the “waterfall” design model, when competing
with the IETF’s cyclic “prototyping” model. However, it is worth noting that the IETF has similarly been
unable to keep up with rapid changes in html, particularly at the browser end; the OSI mistakes were mostly
evident only in retrospect.

Trying to fit protocols into specific layers is often both futile and irrelevant. By one perspective, the Real-
Time Protocol RTP lives at the Transport layer, but just above the UDP layer; others have put RTP into the
Application layer. Parts of the RTP protocol resemble the Session and Presentation layers. A key component
of the IP protocol is the set of various router-update protocols; some of these freely use higher-level layers.
Similarly, tunneling might be considered to be a Link-layer protocol, but tunnels are often created and
maintained at the Application layer.

A sometimes-more-successful approach to understanding “layers” is to view them instead as parts of a
protocol graph. Thus, in the following diagram we have two protocol sublayers within the transport layer
(UDP and RTP), and one protocol (ARP) not easily assigned to a layer.
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1.16 Berkeley Unix

Though not officially tied to the IETF, the Berkeley Unix releases became de facto reference implementa-
tions for most of the TCP/IP protocols. 4.1BSD (BSD for Berkeley Software Distribution) was released in
1981, 4.2BSD in 1983, 4.3BSD in 1986, 4.3BSD-Tahoe in 1988, 4.3BSD-Reno in 1990, and 4.4BSD in
1994. Descendants today include FreeBSD, OpenBSD and NetBSD. The TCP implementations TCP Tahoe
and TCP Reno (/9 TCP Reno and Congestion Management) took their names from the corresponding
4.3BSD releases.

1.17 Epilog

This completes our tour of the basics. In the remaining chapters we will expand on the material here.

1.18 Exercises

Exercises are given fractional (floating point) numbers, to allow for interpolation of new exercises. Exercises
marked with a <> have solutions or hints at 24./ Solutions for An Overview of Networks.

1.0. Give forwarding tables for each of the switches S1-S4 in the following network with destinations A, B,
C, D. For the next_hop column, give the neighbor on the appropriate link rather than the interface number.
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S4——D

2.0. Give forwarding tables for each of the switches S1-S4 in the following network with destinations A,
B, C, D. Again, use the neighbor form of next_hop rather than the interface form. Try to keep the route to
each destination as short as possible. What decision has to be made in this exercise that did not arise in the
preceding exercise?

A S1 S2 B

D sS4 S3 C

3.0. In the network of the previous exercise, suppose that destinations directly connected to an immediate
neighbor are always reached via that neighbor; eg S1’s forwarding table will always include (B,S2) and
(D,S4). This leaves only routes to the diagonally opposite nodes undetermined (eg S1 to C). Show that, no
matter which next_hop entries are chosen for the diagonally opposite destinations, no routing loops can ever
be formed. (Hint: the number of links to any diagonally opposite switch is always 2.)

4.0.<» Give forwarding tables for each of the switches A-E in the following network. Destinations are A-E
themselves. Keep all route lengths the minimum possible (one hop for an immediate neighbor, two hops for
everything else). If a destination is an immediate neighbor, you may list its next_hop as direct or local for
simplicity. Indicate destinations for which there is more than one choice for next_hop.

A C
1

1 1

D 1 E

5.0. Consider the following arrangement of switches and destinations. Give forwarding tables (in neighbor
form) for S1-S4 that include default forwarding entries; the default entries should point toward S5. The
default entries will thus automatically forward to the “possible other destinations” shown below right.

Eliminate all table entries that are implied by the default entry (that is, if the default entry is to S3, eliminate
all other entries for which the next hop is S3).

A—-S1
D

C S3 S4 S5 ... possible other destinations
E

B——S2

6.0. Four switches are arranged as below. The destinations are S1 through S4 themselves.
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Sl S2

S4 S3

(a). Give the forwarding tables for S1 through S4 assuming packets to adjacent nodes are sent along the
connecting link, and packets to diagonally opposite nodes are sent clockwise.

(b). Give the forwarding tables for S1 through S4 assuming the S1-S4 link is not used at all, not even for
S1<—3S4 traffic.

7.0. Suppose we have switches S1 through S4; the forwarding-table destinations are the switches themselves. The tab

S2: (S1,81)(S3,83) (54,83)
S3: (S1,82) (S2,82) (S4,54)

From the above we can conclude that S2 must be directly connected to both S1 and S3 as its table lists them
as next_hops; similarly, S3 must be directly connected to S2 and S4.

(a). The given tables are consistent with the network diagrammed in exercise 6.0. Are the tables also
consistent with a network in which S1 and S4 are not directly connected? If so, give such a network; if not,
explain why S1 and S4 must be connected.

(b). Now suppose S3’s table is changed to the following. Find a network layout consistent with these tables
in which S1 and S4 are not directly connected. Do not add additional switches.

S3: (S1,54) (S2,52) (54,54}

While the table for S4 is not given, you may assume that forwarding does work correctly. However, you
should not assume that paths are the shortest possible. Hint: It follows from the S3 table above that the path
from S3 to S1 starts S3 — S4; how will this path continue? The next switch along the path cannot be S1,
because of the hypothesis that S1 and S4 are not directly connected.

8.0. (a) Suppose a network is as follows, with the only path from A to C passing through B:

. —A B C— ...

Explain why a single routing loop cannot include both A and C. Hint: if the loop involves destination D,
how does B forward to D?

(b). Suppose a routing loop follows the path A—S;—S,— ... —S,—A, where none of the S; are equal to
A. Show that all the S; must be distinct. (A corollary of this is that any routing loop created by datagram-
forwarding either involves forwarding back and forth between a pair of adjacent switches, or else involves
an actual graph cycle in the network topology; linear loops of length greater than 1 are impossible.)

9.0. Consider the following arrangement of switches:
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S1 S4 S10—A—E
S2 S5 S11—B
S3 S6 S12—C—D—F

Suppose S1-S6 have the forwarding tables below. For each of the following destinations, suppose a packet
is sent to the destination from S1.

(a). A
(b). B
(©). C
(d).OD
). E
(). F

Give the switches the packet will pass through, including the initial switch S1, up until the final switch
S10-S12.

S1: (A,S4), (B,S2), (C,S4), (D,S2), (E,S2), (F,S4)

S2: (A,S5), (B,S5), (D,S5), (E,S3), (FS3)

S3: (B,S6), (C,S2), (E,S6), (F,S6)

S4: (A,S10), (C,S5), (E,S10), (F.S5)

S5: (A,S6), (B,S11), (C,S6), (D,S6), (E,S4), (F,S2)
S6: (A,S3), (B,S12), (C,S12), (D,S12), (E,SS), (F,S12)

10.0. Suppose a set of nodes A-F and switches S1-S6 are connected as shown.

A S1 5 S4 D
| |
1 1
| |

B S2 2 S5 E
| |
8 1
| |

C S3 4 S6 F

The links between switches are labeled with weights, which are used by some routing applications. The
weights represent the cost of using that link. You are to find the path through S1-S6 with lowest total cost
(that is, with smallest sum of weights), for each of the following transmissions. For example, the lowest-cost
path from A to E is A—S1-S2-S5-E, for a total cost of 14+2=3; the alternative path A—S1-S4—S5-E has total
cost 5+1=6.
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(a).0> A—F
(b). A—D
(c). A—C

(d). Give the complete forwarding table for S2, where all routes are selected for lowest total cost.

11.0. In exercise 7.0, the routes taken by packets A-D are reasonably direct, but the routes for E and F are
rather circuitous.

(a). Assign weights to the seven links S1-S2, S2-S3, S1-S4, S2-S5, S3-S6, S4-S5 and S5-S6, as in
exercise 10.0, so that destination E’s route in exercise 9.0 becomes the optimum (lowest total link weight)
path.

(b). Assign weights to the seven links that make destination F’s route in exercise 9.0 optimal. (This will be
a different set of weights from part (a).)

Hint: you can do this by assigning a weight of 1 to all links except to one or two “bad” links; the “bad” links
get a weight of 10. In each of (a) and (b) above, the route taken will be the route that avoids all the “bad”
links. You must treat (a) entirely differently from (b); there is no assignment of weights that can account for
both routes.

12.0. Suppose we have the following three Class C IP networks, joined by routers R1-R4. There is no con-
nection to the outside Internet. Give the forwarding table for each router. For networks directly connected
to a router (eg 200.0.1/24 and R1), include the network in the table but list the next hop as direct or local.

R1— 200.0.1/24

R4——R2— 200.0.2/24

R3— 200.0.3/24
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2 ETHERNET BASICS

We now turn to a deeper analysis of the ubiquitous Ethernet LAN protocol. In this chapter we cover the more
universal Ethernet concepts, such as would be encountered in any residential or small-office Ethernet setting
and including switching and learning. The following chapter covers more advanced features, such as the
spanning-tree algorithm, virtual LANs, Ethernet hardware, TRILL/SPB and software-defined networking.

Current user-level Ethernet today (2020) is usually 100 Mbps or Gigabit, with Gigabit and 10 Gigabit Eth-
ernet standard in server rooms and backbones. However, because the potential for packet collisions makes
Ethernet speeds scale in odd ways, we will start with the 10 Mbps formulation. While the 10 Mbps speed is
obsolete, and while even the Ethernet collision mechanism is largely obsolete, collision management itself
continues to play a significant role in wireless networks.

The original Ethernet specification was the 1976 paper of Metcalfe and Boggs, [MB76]. The data rate was
10 megabits per second, and all connections were made with coaxial cable instead of today’s twisted pair.
The authors described their passive architecture as follows:

We cannot afford the redundant connections and dynamic routing of store-and-forward packet
switching to assure reliable communication, so we choose to achieve reliability through sim-
plicity. We choose to make the shared communication facility passive so that the failure of an
active element will tend to affect the communications of only a single station.

Classic Ethernet was indeed simple, and — mostly — passive. In its most basic form, the Ethernet medium was
one long piece of coaxial cable, onto which stations could be connected via taps. If two stations happened
to transmit at the same time — most likely because they were both waiting for a third station to finish — their
signals were lost to the resultant collision. The only active components besides the stations were repeaters,
originally intended simply to make end-to-end joins between cable segments.

Repeaters soon evolved into multiport devices, allowing the creation of arbitrary tree (that is, loop-free)
topologies. At this point the standard wiring model shifted from one long cable, snaking from host to host,
to a “star” network, where each host connected directly to a central multipoint repeater. This shift allowed
for the replacement of expensive coaxial cable by the much-cheaper twisted pair; links could not be as long,
but they did not need to be.

Repeaters, which forwarded collisions, soon gave way to switches, which did not (2.4 Ethernet Switches).
Switches thus partitioned an Ethernet into disjoint collision domains, or physical Ethernets, through which
collisions could propagate; an aggregation of physical Ethernets connected by switches was then sometimes
known as a virtual Ethernet. Collision domains became smaller and smaller, eventually down to individual
links and then vanishing entirely.

Throughout all these early changes, Ethernet never implemented true redundant connections, in that at
any one instant the topology was always required to be loop-free. However, by 1985 Ethernet did adopt
a mechanism by which idle backup links can quickly be placed into service after a primary link fails;
3.1 Spanning Tree Algorithm and Redundancy. Finally, in the early part of this century, support for
redundant connections (and looping topologies) arrived in the form of TRILL and SPB (3.3 TRILL and
SPB).
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2.1 10-Mbps Classic Ethernet

Originally, Ethernet consisted of a long piece of cable (possibly spliced by repeaters). When a station
transmitted, the data went everywhere along that cable. Such an arrangement is known as a broadcast
bus; all packets were, at least at the physical layer, broadcast onto the shared medium and could be seen,
theoretically, by all other nodes. Logically, however, most packets would appear to be transmitted point-to-
point, not broadcast. This was because between each station CPU and the cable there was a peripheral device
(that is, a card) known as a network interface, which would take care of the details of transmitting and
receiving. The network interface would (and still does) decide when a received packet should be forwarded
to the host, via a CPU interrupt.

>
(o9)
O
o

Whenever two stations transmitted at the same time, the signals would collide, and interfere with one an-
other; both transmissions would fail as a result. Proper handling of collisions was an essential part of the
access-mediation strategy for the shared medium. In order to minimize collision loss, each station imple-
mented the following:

1. Before transmission, wait for the line to become quiet

2. While transmitting, continually monitor the line for signs that a collision has occurred; if a collision
is detected, cease transmitting

3. If a collision occurs, use a backoff-and-retransmit strategy

These properties can be summarized with the CSMA/CD acronym: Carrier Sense, Multiple Access, Colli-
sion Detect. (The term “carrier sense” was used by Metcalfe and Boggs as a synonym for “signal sense”;
there is no literal carrier frequency to be sensed.) It should be emphasized that collisions are a normal event
in Ethernet, well-handled by the mechanisms above.

IEEE 802 Network Standards

The IEEE network standards all begin with 802: 802.3 is Ethernet, 802.11 is Wi-Fi, 802.16 is WiMAX,
and there are many others. One sometimes encounters the claim that 802 represents the date of an early
meeting: February 1980. However, the IEEE has a continuous stream of standards (with occasional
gaps): 799: Handling and Disposal of Transformer PCBs, 800: D-C Aircraft Rotating Machines, 803:
Recommended Practice for Unique Identification in Power Plants, efc.

Classic Ethernet came in version 1 [1980, DEC-Intel-Xerox], version 2 [1982, DIX], and IEEE 802.3. There
are some minor electrical differences between these, and one rather substantial packet-format difference,
below. In addition to these, the Berkeley Unix trailing-headers packet format was used for a while.

There were three physical formats for 10 Mbps Ethernet cable: thick coax (10BASE-5), thin coax (10BASE-
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2), and, last to arrive, twisted pair (10BASE-T). Thick coax was the original; economics drove the successive
development of the later two. The cheaper twisted-pair cabling eventually almost entirely displaced coax, at
least for host connections.

The original specification included support for repeaters, which were in effect signal amplifiers although
they might attempt to clean up a noisy signal. Repeaters processed each bit individually and did no buffering.
In the telecom world, a repeater might be called a digital regenerator. A repeater with more than two ports
was commonly called a hub; hubs allowed branching and thus much more complex topologies.

It was the rise of hubs that enabled star topologies in which each host connects directly to the hub rather
than to one long run of coax. This in turn enabled twisted-pair cable: while this supported maximum runs
of about 100 meters, versus the 500 meters of thick coax, each run simply had to go from the host to the
central hub in the wiring closet. This was much more convenient than having to snake coax all around the
building. A hub failure would bring the network down, but hubs proved largely reliable.

Bridges — later known as switches — came along a short time later. While repeaters act at the bit layer, a
switch reads in and forwards an entire packet as a unit, and the destination address is consulted to deter-
mine to where the packet is forwarded. Except for possible collision-related performance issues, hubs and
switches are interchangeable. Eventually, most wiring-closet hubs were replaced with switches.

Hubs propagate collisions; switches do not. If the signal representing a collision were to arrive at one port of
a hub, it would, like any other signal, be retransmitted out all other ports. If a switch were to detect a collision
one one port, no other ports would be involved; only packets received successfully are ever retransmitted
out other ports.

Originally, switches were seen as providing interconnection (“bridging”) between separate physical Ether-
nets; a switch for such a purpose needed just two ports. Later, a switched Ethernet was seen as one large
“virtual” Ethernet, composed of smaller collision domains. Although the term “switch” is now much more
common than “bridge”, the latter is still in use, particularly by the IEEE. For some, a switch is a bridge with
more than two ports, though that distinction is relatively meaningless as it has been years since two-port
bridges were last manufactured. We return to switching below in 2.4 Ethernet Switches.

In the original thick-coax cabling, connections were made via taps, often literally drilled into the coax
central conductor. Thin coax allowed the use of T-connectors to attach hosts. Twisted-pair does not allow
mid-cable attachment; it is only used for point-to-point links between hosts, switches and hubs. Mid-
cable attachment, however, was always simply a way of avoiding the need for active devices like hubs and
switches.

There is still a role for hubs today when one wants to monitor the Ethernet signal from A to B (eg for
intrusion detection analysis), although some switches now also support a form of monitoring.

All three cable formats could interconnect, although only through repeaters and hubs, and all used the same
10 Mbps transmission speed. While twisted-pair cable is still used by 100 Mbps Ethernet, it generally needs
to be a higher-performance version known as Category 5, versus the 10 Mbps Category 3.

Data in 10 Mbps Ethernets was transmitted using Manchester encoding; see 6./.3 Manchester. This meant
that the electronics had to operate, in effect, at 20 Mbps. Faster Ethernets use different encodings.

2.1.1 Ethernet Packet Format

Here is the format of a typical Ethernet packet (DIX specification); it is still used for newer, faster Ethernets:
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dest addr | src addr [type| data CRC

The destination and source addresses are 48-bit quantities; the type is 16 bits, the data length is variable up
to a maximum of 1500 bytes, and the final CRC checksum is 32 bits. The checksum is added by the Ethernet
hardware, never by the host software. There is also a preamble, not shown: a block of 1 bits followed by a
0, in the front of the packet, for synchronization. The type field identifies the next higher protocol layer; a
few common type values are 0x0800 = IP, 0x8137 = IPX, 0x0806 = ARP.

The IEEE 802.3 specification replaced the type field by the length field, though this change never caught on.
The two formats can be distinguished as long as the type values used are larger than the maximum Ethernet
length of 1500 (or 0x05dc); the type values given in the previous paragraph all meet this condition.

The Ethernet maximum packet length of 1500 bytes worked well in the past, but can seem inconveniently
small at 10 Gbit speeds. But 1500 bytes has become the de facto maximum packet size throughout the
Internet, not just on Ethernet LANs; increasing it would be difficult. TCP TSO (/7.5 TCP Offloading) is
one alternative.

Each Ethernet card has a (hopefully unique) physical address in ROM; by default any packet sent to this
address will be received by the board and passed up to the host system. Packets addressed to other physical
addresses will be seen by the card, but ignored (by default). All Ethernet devices also agree on a broadcast
address of all 1’s: a packet sent to the broadcast address will be delivered to all attached hosts.

It is sometimes possible to change the physical address of a given card in software. It is almost universally
possible to put a given card into promiscuous mode, meaning that all packets on the network, no matter
what the destination address, are delivered to the attached host. This mode was originally intended for
diagnostic purposes but became best known for the security breach it opens: it was once not unusual to find
a host with network board in promiscuous mode and with a process collecting the first 100 bytes (presumably
including userid and password) of every telnet connection.

2.1.2 Ethernet Multicast

Another category of Ethernet addresses is multicast, used to transmit to a set of stations; streaming video
to multiple simultaneous viewers might use Ethernet multicast. The lowest-order bit in the first byte of
an address indicates whether the address is physical or multicast. To receive packets addressed to a given
multicast address, the host must inform its network interface that it wishes to do so; once this is done, any
arriving packets addressed to that multicast address are forwarded to the host. The set of subscribers to a
given multicast address may be called a multicast group. While higher-level protocols might prefer that the
subscribing host also notifies some other host, eg the sender, this is not required, although that might be the
easiest way to learn the multicast address involved. If several hosts subscribe to the same multicast address,
then each will receive a copy of each multicast packet transmitted.

We are now able to list all cases in which a network interface forwards a received packet up to its attached
host:

« if the destination address of the received packet maches the physical address of the interface

« if the destination address of the received packet is the broadcast address
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* if the interface is in promiscuous mode

« if the destination address of the received packet is a multicast address and the host has told the network
interface to accept packets sent to that multicast address

If switches (below) are involved, they must normally forward multicast packets on all outbound links, exactly
as they do for broadcast packets; switches have no obvious way of telling where multicast subscribers might
be. To avoid this, some switches do try to engage in some form of multicast filtering, sometimes by snooping
on higher-layer multicast protocols. Multicast Ethernet is seldom used by IPv4, but plays a larger role in
IPv6 configuration.

2.1.3 Ethernet Address Internal Structure

The second-to-lowest-order bit of a physical Ethernet address indicates whether that address is believed to
be globally unique or if it is only locally unique; this is known as the Universal/Local bit. For real Ethernet
physical addresses, the multicast and universal/local bits of the first byte should both be 0.

When (global) Ethernet IDs are assigned to physical Ethernet cards by the manufacturer, the first three
bytes serve to indicate the manufacturer. They are allocated by the IEEE, and are officially known
as organizationally unique identifiers. These can be looked up at any of several sites on the Internet
to identify the manufacturer associated with any given Ethernet address; the official IEEE site is stan-
dards.ieee.org/develop/regauth/oui/public.html (OUIs must be entered here without colons).

As long as the manufacturer involved is diligent in assigning the second three bytes, every manufacturer-
provided Ethernet address should be globally unique. Lapses, however, are not unheard of.

Ethernet addresses for virtual machines must be distinct from the Ethernet address of the host system, and
may be (eg with so-called “bridged” configurations) as visible on the LAN as that host system’s address.
The first three bytes of virtual Ethernet addresses are often taken from the OUI assigned to the manufacturer
whose card is being emulated; the last three bytes are then either set randomly or via configuration. In
principle, the universal/local bit should be 1, as the address is only locally unique, but this is often ignored.
It is entirely possible for virtual Ethernet addresses to be assigned so as to have some local meaning, though
this appears not to be common.

2.1.4 The LAN Layer

The LAN layer, at its upper end, supplies to the network layer a mechanism for addressing a packet and
sending it from one station to another. At its lower end, it handles interactions with the physical layer. The
LAN layer covers packet addressing, delivery and receipt, forwarding, error detection, collision detection
and collision-related retransmission attempts.

In IEEE protocols, the LAN layer is divided into the media access control, or MAC, sublayer and a
higher logical link control, or LLC, sublayer for higher-level flow-control functions that today have moved
largely to the transport layer. For example, the HDLC protocol (6.7/.5.1 HDLC) supports sliding windows
(8.2 Sliding Windows) as an option, as did the early X.25 protocol. ATM, 5.5 Asynchronous Transfer
Mode: ATM, also supports some higher-level functions, though not sliding windows.

Because the LLC layer is so often insignificant, and because the most well-known LAN-layer functions are
in fact part of the MAC sublayer, it is common to identify the LAN layer with its MAC sublayer, especially
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for IEEE protocols where the MAC layer has official standing. In particular, LAN-layer addresses are
perhaps most often called MAC addresses.

Generally speaking, much of the operation of the LAN/MAC layer takes place in the network card. Host
systems (including drivers) are, for example, generally oblivious to collisions (although they may query the
card for collision statistics). In some cases, eg with Wi-Fi rate scaling (4.2.2 Dynamic Rate Scaling), the
host-system driver may get involved.

2.1.5 The Slot Time and Collisions

The diameter of an Ethernet is the maximum distance between any pair of stations. The actual total length
of cable can be much greater than this, if, for example, the topology is a “star” configuration. The maximum
allowed diameter, measured in bits, is limited to 232 (a sample “budget” for this is below). This makes
the round-trip-time 464 bits. As each station involved in a collision discovers it, it transmits a special jam
signal of up to 48 bits. These 48 jam bits bring the total above to 512 bits, or 64 bytes. The time to send
these 512 bits is the slot time of an Ethernet; time intervals on Ethernet are often described in bit times but
in conventional time units the slot time is 51.2 psec.

The value of the slot time determines several subsequent aspects of Ethernet. If a station has transmitted
for one slot time, then no collision can occur (unless there is a hardware error) for the remainder of that
packet. This is because one slot time is enough time for any other station to have realized that the first
station has started transmitting, so after that time they will wait for the first station to finish. Thus, after one
slot time a station is said to have acquired the network. The slot time is also used as the basic interval for
retransmission scheduling, below.

Conversely, a collision can be received, in principle, at any point up until the end of the slot time. As a result,
Ethernet has a minimum packet size, equal to the slot time, ie 64 bytes (or 46 bytes in the data portion). A
station transmitting a packet this size is assured that if a collision were to occur, the sender would detect it
(and be able to apply the retransmission algorithm, below). Smaller packets might collide and yet the sender
not know it, ultimately leading to greatly reduced throughput.

If we need to send less than 46 bytes of data (for example, a 40-byte TCP ACK packet), the Ethernet packet
must be padded out to the minimum length. As a result, all protocols running on top of Ethernet need to
provide some way to specify the actual data length, as it cannot be inferred from the received packet size.

As a specific example of a collision occurring as late as possible, consider the diagram below. A and B are
5 units apart, and the bandwidth is 1 byte/unit. A begins sending “helloworld” at T=0; B starts sending just
as A’s message arrives, at T=5. B has listened before transmitting, but A’s signal was not yet evident. A
doesn’t discover the collision until 10 units have elapsed, which is twice the distance.
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A just starting to send

R B h . .. .
°— t —— P just before collision, B sees line is idle
B transmits; COLLISION!

collision propagates back to A

A detects the collision

Here are typical maximum values for the delay in 10 Mbps Ethernet due to various components. These
are taken from the Digital-Intel-Xerox (DIX) standard of 1982, except that “point-to-point link cable” is
replaced by standard cable. The DIX specification allows 1500m of coax with two repeaters and 1000m
of point-to-point cable; the table below shows 2500m of coax and four repeaters, following the later IEEE
802.3 Ethernet specification. Some of the more obscure delays have been eliminated. Entries are one-way
delay times, in bits. The maximum path may have four repeaters, and ten transceivers (simple electronic
devices between the coax cable and the NI cards), each with its drop cable (two transceivers per repeater,
plus one at each endpoint).

Ethernet delay budget
item length | delay, in bits explanation (c = speed of light)
coax 2500 m | 110 bits 23 meters/bit (.77¢)
transceiver cables | S00 m | 25 bits 19.5 meters/bit (.65¢)
transceivers 40 bits, max 10 units | 4 bits each
repeaters 25 bits, max 4 units | 6+ bits each (DIX 7.6.4.1)
encoders 20 bits, max 10 units | 2 bits each (for signal generation)

The total here is 220 bits; in a full accounting it would be 232. Some of the numbers shown are a little high,
but there are also signal rise time delays, sense delays, and timer delays that have been omitted. It works out
fairly closely.

Implicit in the delay budget table above is the “length” of a bit. The speed of propagation in copper is about
0.77 xc, where c=3x 10® m/sec = 300 m/usec is the speed of light in vacuum. So, in 0.1 microseconds (the
time to send one bit at 10 Mbps), the signal propagates approximately 0.77 xcx 10”7 = 23 meters.

Ethernet packets also have a maximum packet size, of 1500 bytes. This limit is primarily for the sake
of fairness, so one station cannot unduly monopolize the cable (and also so stations can reserve buffers
guaranteed to hold an entire packet). At one time hardware vendors often marketed their own incompatible
“extensions” to Ethernet which enlarged the maximum packet size to as much as 4 kB. There is no technical
reason, actually, not to do this, except compatibility.
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The signal loss in any single segment of cable is limited to 8.5 db, or about 14% of original strength.
Repeaters will restore the signal to its original strength. The reason for the per-segment length restriction
is that Ethernet collision detection requires a strict limit on how much the remote signal can be allowed to
lose strength. It is possible for a station to detect and reliably read very weak remote signals, but not at the
same time that it is transmitting locally. This is exactly what must be done, though, for collision detection
to work: remote signals must arrive with sufficient strength to be heard even while the receiving station is
itself transmitting. The per-segment limit, then, has nothing to do with the overall length limit; the latter is
set only to ensure that a sender is guaranteed of detecting a collision, even if it sends the minimum-sized
packet.

2.1.6 Exponential Backoff Algorithm

Whenever there is a collision the exponential backoff algorithm — operating at the MAC layer — is used
to determine when each station will retry its transmission. Backoff here is called exponential because the
range from which the backoff value is chosen is doubled after every successive collision involving the same
packet. Here is the full Ethernet transmission algorithm, including backoff and retransmissions:

1. Listen before transmitting (“carrier detect”)

2. If line is busy, wait for sender to stop and then wait an additional 9.6 microseconds (96 bits). One
consequence of this is that there is always a 96-bit gap between packets, so packets do not run together.

3. Transmit while simultaneously monitoring for collisions

4. If a collision does occur, send the jam signal, and choose a backoff time as follows: For transmission
N, 1<N<10 (N=0 represents the original attempt), choose k randomly with 0 < k < 2N. Wait k slot
times (kx51.2 psec). Then check if the line is idle, waiting if necessary for someone else to finish,
and then retry step 3. For 11<N<15, choose k randomly with 0 < k < 1024 (= 2')

5. If we reach N=16 (16 transmission attempts), give up.

If an Ethernet sender does not reach step 5, there is a very high probability that the packet was delivered
successfully.

Exponential backoff means that if two hosts have waited for a third to finish and transmit simultaneously,
and collide, then when N=1 they have a 50% chance of recollision; when N=2 there is a 25% chance, etc.
When N>10 the maximum wait is 52 milliseconds; without this cutoff the maximum wait at N=15 would
be 1.5 seconds. As indicated above in the minimum-packet-size discussion, this retransmission strategy
assumes that the sender is able to detect the collision while it is still sending, so it knows that the packet
must be resent.

In the following diagram is an example of several stations attempting to transmit all at once, and using the
above transmission/backoff algorithm to sort out who actually gets to acquire the channel. We assume we
have five prospective senders Al, A2, A3, A4 and AS5, all waiting for a sixth station to finish. We will
assume that collision detection always takes one slot time (it will take much less for nodes closer together)
and that the slot start-times for each station are synchronized; this allows us to measure time in slots. A solid
arrow at the start of a slot means that sender began transmission in that slot; a red X signifies a collision. If
a collision occurs, the backoff value k is shown underneath. A dashed line shows the station waiting k slots
for its next attempt.
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T=0 T=1 T=2 T=3 T=4 T=5
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9 . Attempt to transmit X - collision

At T=0 we assume the transmitting station finishes, and all the Ai transmit and collide. At T=1, then, each
of the A1 has discovered the collision; each chooses a random k<2. Let us assume that A1 chooses k=1, A2
chooses k=1, A3 chooses k=0, A4 chooses k=0, and A5 chooses k=1.

Those stations choosing k=0 will retransmit immediately, at T=1. This means A3 and A4 collide again, and
at T=2 they now choose random k<4. We will Assume A3 chooses k=3 and A4 chooses k=0; A3 will try
again at T=2+3=5 while A4 will try again at T=2, that is, now.

At T=2, we now have the original Al, A2, and A5 transmitting for the second time, while A4 trying again
for the third time. They collide. Let us suppose Al chooses k=2, A2 chooses k=1, A5 chooses k=3, and A4
chooses k=6 (A4 is choosing k<8 at random). Their scheduled transmission attempt times are now Al at
T=3+2=5, A2 at T=4, A5 at T=6, and A4 at T=9.

At T=3, nobody attempts to transmit. But at T=4, A2 is the only station to transmit, and so successfully
seizes the channel. By the time T=5 rolls around, A1 and A3 will check the channel, that is, listen first, and
wait for A2 to finish. At T=9, A4 will check the channel again, and also begin waiting for A2 to finish.

A maximum of 1024 hosts is allowed on an Ethernet. This number apparently comes from the maximum
range for the backoff time as 0 < k < 1024. If there are 1024 hosts simultaneously trying to send, then,
once the backoff range has reached k<1024 (N=10), we have a good chance that one station will succeed in
seizing the channel, that is; the minimum value of all the random k’s chosen will be unique.

This backoff algorithm is not “fair”, in the sense that the longer a station has been waiting to send, the lower
its priority sinks. Newly transmitting stations with N=0 need not delay at all. The Ethernet capture effect,
below, illustrates this unfairness.

2.1.7 Capture effect

The capture effect is a scenario illustrating the potential lack of fairness in the exponential backoff algorithm.
The unswitched Ethernet must be fully busy, in that each of two senders always has a packet ready to
transmit.

Let A and B be two such busy nodes, simultaneously starting to transmit their first packets. They collide.
Suppose A wins, and sends. When A is finished, B tries to transmit again. But A has a second packet, and
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so A tries too. A chooses a backoff k<2 (that is, between 0 and 1 inclusive), but since B is on its second
attempt it must choose k<4. This means A is favored to win. Suppose it does.

After that transmission is finished, A and B try yet again: A on its first attempt for its third packet, and B
on its third attempt for its first packet. Now A again chooses k<2 but B must choose k<8; this time A is
much more likely to win. Each time B fails to win a given backoff, its probability of winning the next one
is reduced by about 1/2. It is quite possible, and does occur in practice, for B to lose all the backoffs until
it reaches the maximum of N=16 attempts; once it has lost the first three or four this is in fact quite likely.
At this point B simply discards the packet and goes on to the next one with N reset to 1 and k chosen from
{0,1}.

The capture effect can be fixed with appropriate modification of the backoff algorithm; the Binary Logarith-
mic Arbitration Method (BLAM) was proposed in [MM94]. The BLAM algorithm was considered for the
then-nascent 100 Mbps Fast Ethernet standard. But in the end a hardware strategy won out: Fast Ethernet
supports “full-duplex” mode which is collision-free (see 2.2 100 Mbps (Fast) Ethernet, below). While
Fast Ethernet continues to support the original “half-duplex” mode, it was assumed that any sites concerned
enough about performance to be worried about the capture effect would opt for full-duplex.

2.1.8 Hubs and topology

Ethernet hubs (multiport repeaters) change the topology, but not the fundamental constraints. Hubs enabled
the model in which each station now had its own link to the wiring closet. Loops are still forbidden. The
maximum diameter of an Ethernet consisting of multiple segments joined by hubs is still constrained by
the round-trip-time, and the need to detect collisions before the sender has completed sending, as before.
However, the network “diameter”, or maximum distance between two hosts, is no longer synonymous with
“total length”. Because twisted-pair links are much shorter, about 100 meters, the diameter constraint is
often immaterial.

2.1.9 Errors

Packets can have bits flipped or garbled by electrical noise on the cable; estimates of the frequency with
which this occurs range from 1 in 10* to 1 in 10°. Bit errors are not uniformly likely; when they occur,
they are likely to occur in bursts. Packets can also be lost in hubs, although this appears less likely. Packets
can be lost due to collisions only if the sending host makes 16 unsuccessful transmission attempts and gives
up. Ethernet packets contain a 32-bit CRC error-detecting code (see 7.4./ Cyclical Redundancy Check:
CRC) to detect bit errors. Packets can also be misaddressed by the sending host, or, most likely of all, they
can arrive at the receiving host at a point when the receiver has no free buffers and thus be dropped by a
higher-layer protocol.

2.1.10 CSMA persistence

A carrier-sense/multiple-access transmission strategy is said to be nonpersistent if, when the line is busy,
the sender waits a randomly selected time. A strategy is p-persistent if, after waiting for the line to clear,
the sender sends with probability p<1. Ethernet uses 1-persistence. A consequence of 1-persistence is that,
if more than one station is waiting for line to clear, then when the line does clear a collision is certain.
However, Ethernet then gracefully handles the resulting collision via the usual exponential backoff. If N
stations are waiting to transmit, the time required for one station to win the backoff is linear in N.
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When we consider the Wi-Fi collision-handling mechanisms in 4.2 Wi-Fi, we will see that collisions cannot
be handled quite as cheaply: for one thing, there is no way to detect a collision in progress, so the entire
packet-transmission time is wasted. In the Wi-Fi case, p-persistence is used with p<1.

An Ethernet broadcast storm was said to occur when there were too many transmission attempts, and most
of the available bandwidth was tied up in collisions. A properly functioning classic Ethernet had an effective
bandwidth of as much as 50-80% of the nominal 10Mbps capacity, but attempts to transmit more than this
typically resulted in successfully transmitting a good deal less.

2.1.11 Analysis of Classic Ethernet

How much time does Ethernet “waste” on collisions? A paradoxical attribute of Ethernet is that raising the
transmission-attempt rate on a busy segment can reduce the actual throughput. More transmission attempts
can lead to longer contention intervals between packets, as senders use the transmission backoff algorithm
to attempt to acquire the channel. What effective throughput can be achieved?

It is convenient to refer to the time between packet transmissions as the contention interval even if there is no
actual contention, that is, even if the network is idle; we cannot tell if stations are not transmitting because
they have nothing to send, or if they are simply waiting for their backoff timer to expire. Thus, a timeline
for Ethernet always consists of alternating packet transmissions and contention intervals:

| | | | 1

contention packet contention packet contention packet contention  packet

Ethernet packet transmissions alternating with contention intervals

As a first look at contention intervals, assume that there are N stations waiting to transmit at the start of the
interval. It turns out that, if all follow the exponential backoff algorithm, we can expect O(N) slot times
before one station successfully acquires the channel; thus, Ethernets are happiest when N is small and there
are only a few stations simultaneously transmitting. However, multiple stations are not necessarily a severe
problem. Often the number of slot times needed turns out to be about N/2, and slot times are short. If N=20,
then N/2 is 10 slot times, or 640 bytes. However, one packet time might be 1500 bytes. If packet intervals
are 1500 bytes and contention intervals are 640 byes, this gives an overall throughput of 1500/(640+1500)
= 70% of capacity. In practice, this seems to be a reasonable upper limit for the throughput of classic
shared-media Ethernet.

2.1.11.1 The ALOHA models

Another approach to analyzing the Ethernet contention interval is by using the ALOHA model that was a
precursor to Ethernet. In the ALOHA model, stations transmit packets without listening first for a quiet line
or monitoring the transmission for collisions (this models the situation of several ground stations transmitting
to a satellite; the ground stations are presumed unable to see one another). Similarly, during the Ethernet
contention interval, stations transmit one-slot packets under what are effectively the same conditions (we
return to this below).

The ALOHA model yields roughly similar throughput values to the O(N) model of the previous section.
We make, however, a rather artificial assumption: that there are a very large number of active senders, each
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transmitting at a very low rate. The model may thus have limited direct applicability to typical Ethernets.

To model the success rate of ALOHA, assume all the packets are the same size and let T be the time to send
one (fixed-size) packet; T represents the Aloha slot time. We will find the transmission rate that optimizes
throughput.

The core assumption of this model is that that a large number N of hosts are transmitting, each at a relatively
low rate of s packets/slot. Denote by G the average number of transmission attempts per slot; we then have
G = Ns. We will derive an expression for S, the average rate of successful transmissions per slot, in terms of
G.

If two packets overlap during transmissions, both are lost. Thus, a successful transmission requires everyone
else quiet for an interval of 2T: if a sender succeeds in the interval from t to t+T, then no other node can have
tried to begin transmission in the interval t-T to t+T. The probability of one station transmitting during an
interval of time T is G = Ns; the probability of the remaining N—1 stations all quiet for an interval of 2T is
(1-s)>N-D_ The probability of a successful transmission is thus

S = Ns*(1-s)*N-D
= G(1-G/N)™N

Math Warning

Finding the limit of G(1-G/N)*N and finding the maximum of Ge™?C realistically requires a little back-
ground in calculus. However, these are not central to applying the model.

As N gets large, the second line approaches Ge?C. The function S = G €% has a maximum at G=1/2,
S=1/2e. The rate G=1/2 means that, on average, a transmission is attempted every other slot; this yields the
maximum successful-transmission throughput of 1/2e. In other words, at this maximum attempt rate G=1/2,
we expect about 2e—1 slot times worth of contention between successful transmissions. What happens to
the remaining G—S unsuccessful attempts is not addressed by this model; presumably some higher-level
mechanism (eg backoff) leads to retransmissions.

A given throughput S<1/2e may be achieved at either of two values for G; that is, a given success rate may
be due to a comparable attempt rate or else due to a very high attempt rate with a similarly high failure rate.

2.1.11.2 ALOHA and Ethernet

The relevance of the Aloha model to Ethernet is that during one Ethernet slot time there is no way to detect
collisions (they haven’t reached the sender yet!) and so the Ethernet contention phase resembles ALOHA
with an Aloha slot time T of 51.2 microseconds. Once an Ethernet sender succeeds, however, it continues
with a full packet transmission, which is presumably many times longer than T.

The average length of the contention interval, at the maximum throughput calculated above, is 2e—1 slot
times (from ALOHA); recall that our model here supposed many senders sending at very low individual
rates. This is the minimum contention interval; with lower loads the contention interval is longer due to
greater idle times and with higher loads the contention interval is longer due to more collisions.

Finally, let P be the time to send an entire packet in units of T; ie the average packet size in units of T. P is
thus the length of the “packet” phase in the diagram above. The contention phase has length 2e—1, so the
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total time to send one packet (contention+packet time) is 2e—1+P. The useful fraction of this is, of course, P,
so the effective maximum throughput is P/(2e—1+P).

At 10Mbps, T=51.2 microseconds is 512 bits, or 64 bytes. For P=128 bytes = 2*64, the effective bandwidth
becomes 2/(2e-1+2), or 31%. For P=512 bytes=8*64, the effective bandwidth is 8/(2e+7), or 64%. For
P=1500 bytes, the model here calculates an effective bandwidth of 80%.

These numbers are quite similar to our earlier values based on a small number of stations sending constantly.

2.2 100 Mbps (Fast) Ethernet

Classic Ethernet, at 10 Mbps, is quite slow by modern standards, and so by 1995 the IEEE had created
standards for Ethernet that operated at 100 Mbps. Ethernet at this speed is commonly known as Fast
Ethernet; this name is used even today as “Fast” Ethernet is being supplanted by Gigabit Ethernet (below).
By far the most popular form of 100 Mbps Ethernet is officially known as 100BASE-TX; it operates over
twisted-pair cable.

In the previous analysis of 10 Mbps Ethernet, the bandwidth, minimum packet size and maximum network
diameter were all interrelated, in order to ensure that collisions could always be detected by the sender.
Increasing the speed means that at least one of the other constraints must be scaled as well. For example, if
the network physical diameter were to remain the same when moving to 100 Mbps, then the Fast-Ethernet
round-trip time would be the same in microseconds but would be 10-fold larger measured in bits; this might
mean a minimum packet size of 640 bytes instead of 64 bytes. (Actually, the minimum packet size might
be somewhat smaller, partly because the “jam signal” doesn’t have to become longer, and partly because
some of the numbers in the 10 Mbps delay budget above were larger than necessary, but it would still be
large enough that a substantial amount of bandwidth would be consumed by padding.) The designers of Fast
Ethernet felt that such a large minimum-packet size was impractical.

However, Fast Ethernet was developed at a time (~1995) when reliable switches (below) were widely avail-
able; the quote above at 2 Ethernet Basics from [MB76] had become obsolete. Large “virtual” Ethernet
networks could be formed by connecting small physical Ethernets with switches, effectively eliminating the
need to support large-diameter physical Ethernets. So instead of increasing the minimum packet size, the
decision was made to ensure collision detectability by reducing the network diameter instead. The network
diameter chosen was a little over 400 meters, with reductions to account for the presence of hubs. At 2.3
meters/bit, 400 meters is 174 bits, for a round-trip of 350 bits. The slot time (and minimum packet size)
remains 512 bits — now 5.12 pusec — which is safely large enough to ensure collision detection.

This 400-meter diameter, however, may be misleading: the specific 100BASE-TX standard, which uses
so-called Category 5 twisted-pair cabling (or better), limits the length of any individual cable segment to
100 meters. The maximum 100BASE-TX network diameter — allowing for hubs — is just over 200 meters.
The 400-meter distance does apply to optical-fiber-based 100BASE-FX in half-duplex mode, but this is not
common.

The 100BASE-TX network-diameter limit of 200 meters might seem small; it amounts in many cases to
a single hub with multiple 100-meter cable segments radiating from it. In practice, however, such “star”
configurations could easily be joined with switches. As we will see below in 2.4  Ethernet Switches,
switches partition an Ethernet into separate “collision domains”; the network-diameter rules apply to each
domain separately but not to the aggregated whole. In a fully switched (that is, no hubs) 100BASE-TX
LAN, each collision domain is simply a single twisted-pair link, subject to the 100-meter maximum length.
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Fast Ethernet also introduced the concept of full-duplex Ethernet: two twisted pairs could be used, one
for each direction. Full-duplex Ethernet is limited to paths not involving hubs, that is, to single station-to-
station links, where a station is either a host or a switch. Because such a link has only two potential senders,
and each sender has its own transmit line, full-duplex Ethernet is entirely collision-free.

Fast Ethernet (at least the 100BASE-TX form) uses 4B/5B encoding, covered in 6./.4 4B/5B. This means
that the electronics have to handle 125 Mbps, versus the 200 Mbps if Manchester encoding were still used.

Fast Ethernet 100BASE-TX does not particularly support links between buildings, due to the maximum-
cable-length limitation. However, fiber-optic point-to-point links are an effective alternative here, provided
full-duplex is used to avoid collisions. We mentioned above that the coax-based 100BASE-FX standard
allowed a maximum half-duplex run of 400 meters, but 100BASE-FX is much more likely to use full duplex,
where the maximum cable length rises to 2,000 meters.

2.3 Gigabit Ethernet

The problem of scaling Ethernet to handle collision detection gets harder as the transmission rate increases.
If we were continue to maintain the same 51.2 psec slot time but raise the transmission rate to 1000 Mbps,
the maximum network diameter would now be 20-40 meters. Instead of that, Gigabit Ethernet moved to
a 4096-bit (512-byte, or 4.096 psec) slot time, at least for the twisted-pair versions. Short frames need to
be padded, but this padding is done by the hardware. Gigabit Ethernet 1000Base-T uses so-called PAM-
5 encoding, below, which supports a special pad pattern (or symbol) that cannot appear in the data. The
hardware pads the frame with these special patterns, and the receiver can thus infer the unpadded length as
set by the host operating system.

Gigabit vs Disks

Once a network has reached Gigabit speed, the network is generally as fast as reading from or writing to
a disk. Keeping data on another node no longer slows things down. This greatly expands the range of
possibilities for constructing things like clustered databases.

However, the Gigabit Ethernet slot time is largely irrelevant, as full-duplex (bidirectional) operation is almost
always supported. Combined with the restriction that each length of cable is a station-to-station link (that
is, hubs are no longer allowed), this means that collisions simply do not occur and the network diameter is
no longer a concern. (10 Gigabit Ethernet has officially abandoned any pretense of supporting collisions;
everything must be full-duplex.)

There are actually multiple Gigabit Ethernet standards (as there are for Fast Ethernet). The different stan-
dards apply to different cabling situations. There are full-duplex optical-fiber formulations good for many
miles (eg 1000Base-LX10), and even a version with a 25-meter maximum cable length (1000Base-CX),
which would in theory make the original 512-bit slot practical.

The most common gigabit Ethernet over copper wire is 1000BASE-T (sometimes incorrectly referred to
as 1000BASE-TX. While there exists a TX, it requires Category 6 cable and is thus seldom used; many
devices labeled TX are in fact 1000BASE-T). For 1000BASE-T, all four twisted pairs in the cable are used.
Each pair transmits at 250 Mbps, and each pair is bidirectional, thus supporting full-duplex communication.
Bidirectional communication on a single wire pair takes some careful echo cancellation at each end, using
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a circuit known as a “hybrid” that in effect allows detection of the incoming signal by filtering out the
outbound signal.

On any one cable pair, there are five signaling levels. These are used to transmit two-bit symbols at a rate
of 125 symbols/usec, for a data rate of 250 bits/usec. Two-bit symbols in theory only require four signaling
levels; the fifth symbol allows for some redundancy which is used for error detection and correction, for
avoiding long runs of identical symbols, and for supporting a special pad symbol, as mentioned above. The
encoding is known as 5-level pulse-amplitude modulation, or PAM-5. The target bit error rate (BER) for
1000BASE-T is 10°'°, meaning that the packet error rate is less than 1 in 10°.

In developing faster Ethernet speeds, economics plays at least as important a role as technology. As new
speeds reach the market, the earliest adopters often must take pains to buy cards, switches and cable known
to “work together”; this in effect amounts to installing a proprietary LAN. The real benefit of Ethernet,
however, is arguably that it is standardized, at least eventually, and thus a site can mix and match its cards
and devices. Having a given Ethernet standard support existing cable is even more important economically;
the costs of replacing inter-office cable often dwarf the costs of the electronics.

As Ethernet speeds continue to climb, it has become harder and harder for host systems to keep up. As a
result, it is common for quite a bit of higher-layer processing to be offloaded onto the Ethernet hardware, for
example, TCP checksum calculation. See /7.5 TCP Offloading.

2.4 Ethernet Switches

Switches join separate physical Ethernets (or sometimes Ethernets and other kinds of networks). A switch
has two or more Ethernet interfaces; when a packet is received on one interface it is retransmitted on one or
more other interfaces. Only valid packets are forwarded; collisions are not propagated. The term collision
domain is sometimes used to describe the region of an Ethernet in between switches; a given collision
propagates only within its collision domain.

The diagram below shows some physical Ethernets joined by three switches S1, S2 and S3. Hosts A, B,
C and D are on two separate traditional multiple-access Ethernets; hosts E and F have direct point-to-point
links to S2 and S3 respectively. The S2—S3 link is also a point-to-point link. If A and B both transmit at the
same time, or C and D, the packets collide as usual. But if A and C both transmit, then S1 receives the two
packets on its two separate interfaces in parallel; they do not collide. S1 can then forward C’s packet on its
lefthand interface at the same time it forwards A’s packet on its righthand interface.

S3 —F

Similarly, if E and F both transmit at the same time, their packets are received by S2 and S3 respectively. In
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the absence of forwarding information, S2 will flood E’s packet out both its lefthand and downward inter-
faces in parallel, though in the next section we will see how real switches do learn forwarding information.
S3 will forward F’s packet out its upwards interface, and it is possible that E and F’s packets will collide
on the vertical S2-S3 link. But it is also possible the S2—S3 link is full-duplex, able to handle simultane-
ous transmission in opposite directions; if not then the usual collision-backoff mechanism would allow E’s
packet to reach S3 and F’s to reach S2.

Switches have revolutionized Ethernet layout: all the collision-detection rules, including the rules for maxi-
mum network diameter, apply only to collision domains, and not to the larger “virtual Ethernets” created by
stringing collision domains together with switches. As we shall see below, a switched Ethernet also offers
much more resistance to eavesdropping than a non-switched (eg hub-based) Ethernet.

Switch Costs

In the 1980’s the author once installed a two-port 10-Mbps Ethernet switch (then called a “bridge”) that
cost $3000; ¢f the [MB76] quote at 2  Ethernet Basics. Today a wide variety of multiport 100-Mbps
Ethernet switches are available for around $10, and almost all installed Ethernets are fully switched.

Like simpler unswitched Ethernets, the topology for a switched Ethernet is in principle required to be loop-
free. In practice, however, most switches support the spanning-tree loop-detection protocol and algorithm,
3.1 Spanning Tree Algorithm and Redundancy, which automatically “prunes” the network topology to
make it loop-free while allowing the pruned links to be placed back in service if a primary link fails.

While a switch does not propagate collisions, it must maintain a queue for each outbound interface in case it
needs to forward a packet at a moment when the interface is busy; on (rare) occasion packets are lost when
this queue overflows.

2.4.1 Ethernet Learning Algorithm

Traditional Ethernet switches use datagram forwarding as described in /.4 Datagram Forwarding; the trick
is to build their forwarding tables without any cooperation from ordinary, non-switch hosts. Indeed, to the
extent that a switch is to act as a drop-in replacement for a hub, it cannot count on cooperation from other
switches.

The solution is for the switch to start out with an empty forwarding table, and then incrementally build the
table through a learning process. If a switch does not have an entry for a particular destination, it will
fall back to flooding: it will forward the packet out every interface other than the one on which the packet
arrived. This is sometimes also called “‘unknown unicast flooding”; it is equivalent to treating the destination
as a broadcast address. The availability of fallback-to-flooding for unknown destinations is what makes it
possible for Ethernet switches to learn their forwarding tables without any switch-to-switch or switch-to-
host communication or coordination. This learning process is now part of the IEEE 802.1D standard, and is
occasionally referred to as fransparent bridging.

A switch learns address locations as follows: for each interface, the switch maintains a table of physical
(MAC) addresses that have appeared as source addresses in packets arriving via that interface. The switch
thus knows that to reach these addresses, if one of them later shows up as a destination address, the packet
needs to be sent only via that interface. Specifically, when a packet arrives on interface I with source address
S and destination unicast address D, the switch enters (S,I) into its forwarding table.
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To actually deliver the packet, the switch also looks up the destination D in the forwarding table. If there is
an entry (D,J) with J#I — that is, D is known to be reached via interface J — then the switch forwards the
packet out interface J. If J=I, that is, the packet has arrived on the same interfaces by which the destination
is reached, then the packet does not get forwarded at all; it presumably arrived at interface I only because
that interface was connected to a shared Ethernet segment that also either contained D or contained another
switch that would bring the packet closer to D. If there is no entry for D, the switch must flood the packet out
all interfaces J with J#I; this represents the unknown-destination fallback to flooding. After a short while,
the fallback-to-flooding alternative is needed less and less often, as switches learn where the active hosts are
located. (However, in some switch implementations, forwarding tables also include timestamps, and entries
are removed if they have not been used for, say, five minutes.)

If the destination address D is the broadcast address, or, for many switches, a multicast address, broadcast
(flooding) is required. Some switches try to keep track of multicast groups, so as to forward multicast traffic
only out interfaces with known subscribers; see 2.1.2 Ethernet Multicast.

A—2 g1 B Al g2 BB ACl 53 [B—8
C
A
c—°S sa ACl g5

Five learning bridges after three packet transmissions

In the diagram above, each switch’s tables are indicated by listing near each interface the destinations (iden-
tified by MAC addresses) known to be reachable by that interface. The entries shown are the result of the
following packets:

¢ A sends to B; all switches learn where A is
* B sends to A; this packet goes directly to A; only S3, S2 and S1 learn where B is

* C sends to B; S4 does not know where B is so this packet goes to S5; S2 does know where B is so the
packet does not go to S1.

It is worth observing that, at the application layer, hosts do not commonly identify one another by their
MAC addresses. In an IPv4-based network, the use of ARP (/0.2 Address Resolution Protocol: ARP) to
translate from IPv4 to MAC addresses would introduce additional broadcasts, which would cause the above
scenario to play out differently. See exercise 10.0.

Switches do not automatically discover directly connected neighbors; S1 does not learn about A until A
transmits a packet.

Once all the switches have learned where all (or most of) the hosts are, each packet is forwarded rather than
flooded. At this point packets are never sent on links unnecessarily; a packet from A to B only travels those
links that lie along the (unique) path from A to B. (Paths must be unique because switched Ethernet networks
cannot have loops, at least not active ones. If a loop existed, then a packet sent to an unknown destination
would be forwarded around the loop endlessly, though in practice this is almost always prevented by the
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spanning-tree algorithm, 3./ Spanning Tree Algorithm and Redundancy.)

Switches have an additional privacy advantage in that traffic that does not flow where it does not need to flow
is much harder to eavesdrop on. On an unswitched Ethernet, one host configured to receive all packets can
eavesdrop on all traffic. Early Ethernets were notorious for allowing one unscrupulous station to capture,
for instance, all passwords in use on the network. On a fully switched Ethernet, a host physically sees
only the traffic actually addressed to it; other traffic remains inaccessible. This switch-based eavesdropping
protection is, however, potentially vulnerable to attackers flooding the network with fake source addresses,
forcing switches into fallback-to-flooding mode.

Typical large switches have room for a forwarding table with 10* - 103 entries, though fully switched net-
works at the upper end of this size range are not common. The main size limitations specific to switching are
the requirement that the topology must be loop-free (thus disallowing duplicate paths which might otherwise
provide redundancy), and that all broadcast traffic must always be forwarded everywhere. As a switched
Ethernet grows, broadcast traffic comprises a larger and larger percentage of the total traffic, and the or-
ganization must at some point move to a routing architecture (eg as in 9.6 [Pv4 Subnets). A common
recommendation is to have no more than 1000 hosts per LAN (or VLAN, 3.2 Virtual LAN (VLAN)).

2.5 Epilog

Ethernet dominates the (wired) LAN layer. That said, there are lots of different forms of Ethernet, covering
a variety of cable types and a speed range spanning four orders of magnitude. In many ways, Ethernet is
a logical interface, encompassing multiple implementations that can be interconnected only with switches.
Higher-speed Ethernet has embraced full switching and exclusively point-to-point links. Once Ethernet
finally abandons physical links that are bi-directional (half-duplex links), it will be collision-free and thus
will no longer need a minimum packet size.

Other wired networks have largely disappeared (or have been renamed “Ethernet”). Wireless networks,
however, are here to stay, and for the time being at least have inherited the original Ethernet’s collision-
management concerns that Ethernet itself has grown out of.

2.6 EXxercises

Exercises are given fractional (floating point) numbers, to allow for interpolation of new exercises. Exercises
marked with a {» have solutions or hints at 24.2 Solutions for Ethernet.

1.0. Simulate the contention period of five Ethernet stations that all attempt to transmit at T=0 (presumably
when some sixth station has finished transmitting), in the style of the diagram in 2./.6 Exponential Backoff
Algorithm. Assume that time is measured in slot times, and that exactly one slot time is needed to detect a
collision (so that if two stations transmit at T=1 and collide, and one of them chooses a backoff time k=0,
then that station will transmit again at T=2). Use coin flips or some other source of randomness.

2.0. Suppose we have Ethernet switches S1 through S3 arranged as below; each switch uses the learning
algorithm of 2.4 Ethernet Switches. All forwarding tables are initially empty.

Sl S2

A B

3 D

Q— W0
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(a). If A sends to B, which switches see this packet?

(b). If B then replies to A, which switches see this packet?
(c). If C then sends to B, which switches see this packet?
(d). If C then sends to D, which switches see this packet?

3.0.{> Suppose we have the Ethernet switches S1 through S4 arranged as below. All forwarding tables are
empty; each switch uses the learning algorithm of 2.4 Ethernet Switches.

Now suppose the following packet transmissions take place:
* A sendsto D
* Dsendsto A
* Asendsto B
* BsendstoD

For each switch S1-S4, list what source addresses (eg A,B,C,D) it has seen (and thus what nodes it has
learned the location of).

4.0. Repeat the previous exercise (3.0), with the same network layout, except that instead the following
packet transmissions take place:

* AsendstoB
* Bsendsto A
* Csendsto B
* Dsendsto A

For each switch, list what source addresses (eg A,B,C,D) it has seen (and thus what nodes it has learned the
location of).

5.0. In the switched-Ethernet network below, find two packet transmissions so that, when a third transmis-
sion A—D occurs, the packet is seen by B (that is, it is flooded out all ports by S2), but is not similarly
seen by C (because it is forwarded to D, not flooded, by S3). All forwarding tables are initially empty, and
each switch uses the learning algorithm of 2.4 Ethernet Switches.

B cC

A S1 S2 S3 D

Hint: Destination D must be in S3’s forwarding table, but must not be in S2’s. So there must have been a
packet sent by D that was seen by S3 but not by S2.
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6.0. Given the Ethernet network with learning switches below, with (disjoint) unspecified parts represented
by ?, explain why it is impossible for a packet sent from A to B to be forwarded by S1 directly to S2, but to
be flooded by S2 out all of S2’s other ports.

7.0. In the diagram below, from 2.4.1 Ethernet Learning Algorithm, suppose node D is connected to S5.
Now, with the tables as shown by the labels in the diagram (that is, S5 knows about A and C, etc), D sends
to B.

A—2 51 B Al 52 BB ACl g3 |B2—B
C
A

c—°S sa ASY s5 ——D

Which switches will see this D—B packet, and thus learn about D? Of these switches, which do not already
know where B is and will use fallback-to-flooding?

8.0. Suppose two Ethernet switches are connected in a loop as follows; S1 and S2 have their interfaces 1
and 2 labeled. These switches do not use the spanning-tree algorithm, 3./ Spanning Tree Algorithm and
Redundancy.

A——o| S1 S2

LT
Suppose A attempts to send a packet to destination B, which is unknown. S1 will therefore flood the packet
out interfaces 1 and 2. What happens then? How long will A’s packet circulate?

9.0. Suppose you want to develop a new protocol so that Ethernet switches participating in a VLAN all keep
track of the VLAN “color” associated with every destination in their forwarding tables. Assume that each
switch knows which of its ports (interfaces) connect to other switches and which may connect to hosts, and
in the latter case knows the color assigned to that port.

(a). Suggest a way by which switches might propagate this destination-color information to other switches.
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(b). What must be done if a port formerly reserved for connection to another switch is now used for a host?

10.0. Consider the scenario from 2.4.1 Ethernet Learning Algorithm:

A—21 g1 B Al g2 BB AGl 53 [B—8
C
A
c—°S sa ACl g5

Five learning bridges after three packet transmissions

¢ A sends to B
* B sends to A
e CsendstoB

Now suppose that, before each packet transmission above, the sender first sends a broadcast packet, and
the destination then sends a unicast reply packet (this is roughly the ARP protocol, used to translate from
IPv4 addresses to Ethernet physical addresses, /0.2 Address Resolution Protocol: ARP). After the three
transmissions listed above, what destinations do the switches S1-S5 have in their forwarding tables?
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3 ADVANCED ETHERNET

The previous chapter covered the basic mechanics of Ethernet, including switching and learning. In this
chapter we examine more advanced features, typically encountered primarily in large-scale installations:

* The spanning-tree algorithm

* Virtual LANs

* Ethernet switch hardware

* TRILL and SPB

* Software defined networking and OpenFlow

The first of these is a way to tolerate loops in the underlying link topology. Loops have a way of sneaking into
the cabling unintentionally, but also have the potential to provide much-needed redundancy. The spanning-
tree algorithm achieves its goal by finding loops in the physical links and then defining a “logical” tree
(loop-free) topology by pruning away the loops.

Virtual LANs, or VLANS, are a mechanism by which disjoint subsets of the hosts on a large Ethernet can
be sequestered from one another, with packet exchanges only under controllable conditions. For example,
Sales and Engineering workstations can be physically commingled, but kept logically separate.

TRILL and SPB bring to Ethernet the active embrace of loops, with traffic intentionally routed along one
of multiple paths to a destination (typically the shortest path). Multiple paths allow for redundancy, an
important consideration in the event of link failure.

Software-defined networking, or SDN, represents the most radical step here. Ethernet forwarding is placed
under the control of a program, rather than under control of the learning algorithm of 2.4./  Ethernet
Learning Algorithm. At a minimum, this allows much more strategic handling of loops in the topology.
SDN does not stop there, however, and also enables many other strategies to design and control large and
complex networks.

3.1 Spanning Tree Algorithm and Redundancy

In theory, if you form a loop with Ethernet switches, any packet with destination not already present in
the forwarding tables will circulate endlessly, consuming most available throughput. Some early switches
would actually do this; it was generally regarded as catastrophic failure.

In practice, however, loops allow redundancy — if one link breaks there is still 100% connectivity — and so
can be desirable. As a result, Ethernet switches have incorporated a switch-to-switch protocol to construct
a subset of the switch-connections graph that has no loops and yet allows reachability of every host, known
in graph theory as a spanning tree. Once the spanning tree is built, links that are not part of the tree are
disabled, even if they would represent the most efficient path between two nodes. If a link that is part of
the spanning tree fails, partitioning the network, a new tree is constructed, and some formerly disabled links
may now return to service.
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One might ask, if switches can work together to negotiate a a spanning tree, whether they can also work
together to negotiate loop-free forwarding tables for the original non-tree topology, thus keeping all links
active. The difficulty here is not the switches’ ability to coordinate, but the underlying Ethernet broadcast
feature. As long as the topology has loops and broadcast is enabled, broadcast packets might circulate
forever. And disabling broadcast is not a straightforward option; switches rely on the broadcast-based
fallback-to-flooding strategy of 2.4.1  Ethernet Learning Algorithm to deliver to unknown destinations.
However, we will return to this point in 3.4 Software-Defined Networking. See also exercise 4.0.

The presence of hubs and other unswitched Ethernet segments slightly complicates the switch-connections
graph. In the absence of these, the graph’s nodes and edges are simply the hosts (including switches) and
links of the Ethernet itself. If unswitched multi-host Ethernet segments are present, then each of these
becomes a single node in the graph, with a graph edge to each switch to which it directly connects. (Any
Ethernet switches not participating in the spanning-tree algorithm would be treated as hubs.)

Every switch has an ID, eg its smallest Ethernet address, and every edge that attaches to a switch does so via
a particular, numbered interface. The goal is to disable redundant (cyclical) paths while retaining the ability
to deliver to any segment. The algorithm is due to Radia Perlman, /RPS5].

The switches first elect a root node, eg the one with the smallest ID. Then, if a given segment connects to two
switches that both connect to the root node, the switch with the shorter path to the root is used, if possible; in
the event of ties, the switch with the smaller ID is used. The simplest measure of path cost is the number of
hops, though current implementations generally use a cost factor inversely proportional to the bandwidth (so
larger bandwidth has lower cost). Some switches permit other configuration here. The process is dynamic,
so if an outage occurs then the spanning tree is recomputed. If the outage should partition the network into
two pieces, both pieces will build spanning trees.

All switches send out regular messages on all interfaces called bridge protocol data units, or BPDUs (or
“Hello” messages). These are sent to the Ethernet multicast address 01:80:¢2:00:00:00, from the Ethernet
physical address of the interface. (Note that Ethernet switches do not otherwise need a unique physical
address for each interface.) The BPDUs contain

¢ The switch ID
¢ the ID of the node the switch believes is the root
* the path cost (eg number of hops) to that root

These messages are recognized by switches and are not forwarded naively. Switches process each message,
looking for

* a switch with a lower ID than any the receiving switch has seen before (thus becoming the new root)
* a shorter path to the existing root

* an equal-length path to the existing root, but via a neighbor switch with a lower ID (the tie-breaker
rule). If there are two ports that connect to that switch, the port number is used as an additional
tie-breaker.

In a heterogeneous Ethernet we would also introduce a preference for faster paths, but we will assume here
that all links have the same bandwidth.

When a switch sees a new root candidate, it sends BPDUs on all interfaces, indicating the distance. The
switch includes the interface leading towards the root.

Once this process has stabilized, each switch knows
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* its own path to the root
* which of its ports any further-out switches will be using to reach the root
» for each port, its directly connected neighboring switches

Now the switch can “prune” some (or all!) of its interfaces. It disables all interfaces that are not enabled by
the following rules:

1. It enables the port via which it reaches the root
2. It enables any of its ports that further-out switches use to reach the root

3. If aremaining port connects to a segment to which other “segment-neighbor” switches connect as well,
the port is enabled if the switch has the minimum cost to the root among those segment-neighbors, or,
if a tie, the smallest ID among those neighbors, or, if two ports are tied, the port with the smaller ID.

4. If a port has no directly connected switch-neighbors, it presumably connects to a host or segment, and
the port is enabled.

Rules 1 and 2 construct the spanning tree; if S3 reaches the root via S2, then Rule 1 makes sure S3’s port
towards S2 is open, and Rule 2 makes sure S2’s corresponding port towards S3 is open. Rule 3 ensures that
each network segment that connects to multiple switches gets a unique path to the root: if S2 and S3 are
segment-neighbors each connected to segment N, then S2 enables its port to N and S3 does not (because
2<3). The primary concern here is to create a path for any host nodes on segment N; S2 and S3 will create
their own paths via Rules 1 and 2. Rule 4 ensures that any “stub” segments retain connectivity; these would
include all hosts directly connected to switch ports.

3.1.1 Example 1: Switches Only

We can simplify the situation somewhat if we assume that the network is fully switched: each switch port
connects to another switch or to a (single-interface) host; that is, no repeater hubs (or coax segments!) are
in use. In this case we can dispense with Rule 3 entirely.

Any switch ports directly connected to a host can be identified because they are “silent”; the switch never
receives any BPDU messages on these interfaces because hosts do not send these. All these host port ends
up enabled via Rule 4. Here is our sample network, where the switch numbers (eg 5 for S5) represent their
IDs; no hosts are shown and interface numbers are omitted.

S1 S2 S3

S4 S5 S6

S1 has the lowest ID, and so becomes the root. S2 and S4 are directly connected, so they will enable the
interfaces by which they reach S1 (Rule 1) while S1 will enable its interfaces by which S2 and S4 reach it
(Rule 2).

S3 has a unique lowest-cost route to S1, and so again by Rule 1 it will enable its interface to S2, while by
Rule 2 S2 will enable its interface to S3.
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S5 has two choices; it hears of equal-cost paths to the root from both S2 and S4. It picks the lower-numbered
neighbor S2; the interface to S4 will never be enabled. Similarly, S4 will never enable its interface to S5.

Similarly, S6 has two choices; it selects S3.

After these links are enabled (strictly speaking it is interfaces that are enabled, not links, but in all cases here
either both interfaces of a link will be enabled or neither), the network in effect becomes:

S1 S2 S3

S4 S5 S6

3.1.2 Example 2: Switches and Segments

As an example involving switches that may join via unswitched Ethernet segments, consider the following
network; S1, S2 and S3, for example, are all segment-neighbors via their common segment B. As before, the
switch numbers represent their IDs. The letters in the clouds represent network segments; these clouds may
include multiple hosts. Note that switches have no way to detect these hosts; only (as above) other switches.

Eventually, all switches discover S1 is the root (because 1 is the smallest of {1,2,3,4,5,6}). S2, S3 and S4
are one (unique) hop away; S5, S6 and S7 are two hops away.

Algorhyme
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I think that I shall never see

a graph more lovely than a tree.
A tree whose crucial property

is loop-free connectivity.

A tree that must be sure to span
so packet can reach every LAN.
First, the root must be selected.
By ID, it is elected.

Least-cost paths from root are traced.
In the tree, these paths are placed.
A mesh is made by folks like me,
then bridges find a spanning tree.

Radia Perlman

For the switches one hop from the root, Rule 1 enables S2’s port 1, S3’s port 1, and S4’s port 1. Rule 2
enables the corresponding ports on S1: ports 1, 5 and 4 respectively. Without the spanning-tree algorithm
S2 could reach S1 via port 2 as well as port 1, but port 1 has a smaller number.

S5 has two equal-cost paths to the root: S5—S4—S1 and S5—S3—S1. S3 is the switch with the
lower ID; its port 2 is enabled and S5 port 2 is enabled.

S6 and S7 reach the root through S2 and S3 respectively; we enable S6 port 1, S2 port 3, S7 port 2 and S3
port 3.

The ports still disabled at this point are S1 ports 2 and 3, S2 port 2, S4 ports 2 and 3, S5 port 1, S6 port 2
and S7 port 1.

Now we get to Rule 3, dealing with how segments (and thus their hosts) connect to the root. Applying Rule
3,

* We do not enable S2 port 2, because the network (B) has a direct connection to the root, S1

* We do enable S4 port 3, because S4 and S5 connect that way and S4 is closer to the root. This enables
connectivity of network D. We do not enable S5 port 1.

* S6 and S7 are tied for the path-length to the root. But S6 has smaller ID, so it enables port 2. S7’s
port 1 is not enabled.

Finally, Rule 4 enables S4 port 2, and thus connectivity for host J. It also enables S1 port 2; network F has
two connections to S1 and port 2 is the lower-numbered connection.

All this port-enabling is done using only the data collected during the root-discovery phase; there is no
additional negotiation. The BPDU exchanges continue, however, so as to detect any changes in the topology.

If a link is disabled, it is not used even in cases where it would be more efficient to use it. That is, traffic
from F to B is sent via B1, D, and BSY; it never goes through B7. IP routing, on the other hand, uses the
“shortest path”. To put it another way, all spanning-tree Ethernet traffic goes through the root node, or along
a path to or from the root node.
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The traditional (IEEE 802.1D) spanning-tree protocol is relatively slow; the need to go through the tree-
building phase means that after switches are first turned on no normal traffic can be forwarded for ~30
seconds. Faster, revised protocols have been proposed to reduce this problem.

Another issue with the spanning-tree algorithm is that a rogue switch can announce an ID of O (or some
similar artificially small value), thus likely becoming the new root; this leaves that switch well-positioned
to eavesdrop on a considerable fraction of the traffic. One of the goals of the Cisco “Root Guard” feature
is to prevent this. Another goal of this and related features is to put the spanning-tree topology under some
degree of administrative control. One likely wants the root switch, for example, to be geographically at least
somewhat centered, and for the high-speed backbone links to be preferred to slow links.

3.2 Virtual LAN (VLAN)

What do you do when you have different people in different places who are “logically” tied together? For
example, for a while the Loyola University CS department was split, due to construction, between two
buildings.

One approach is to continue to keep LANSs local, and use IP routing between different subnets. However,
it is often convenient (printers are one reason) to configure workgroups onto a single “virtual” LAN, or
VLAN. A VLAN looks like a single LAN, usually a single Ethernet LAN, in that all VLAN members will
see broadcast packets sent by other members and the VLAN will ultimately be considered to be a single IP
subnet (9.6 IPv4 Subnets). Different VLANs are ultimately connected together, but likely only by passing
through a single, central IP router. Broadcast traffic on one VLAN will generally not propagate to any other
VLAN; this isolation of broadcast traffic is another important justification for VLAN use.

While there are exceptions, the usual rule of thumb is that any one VLAN should have no more than 256
hosts, the size of a /24 IPv4 subnet.

VLANSs can be visualized and designed by using the concept of coloring. We logically assign all nodes on
the same VLAN the same color, and switches forward packets accordingly. That is, if S1 connects to red
machines R1 and R2 and blue machines B1 and B2, and R1 sends a broadcast packet, then it goes to R2 but
not to B1 or B2. Switches must, of course, be told the color of each of their ports.

R1
B1 S1 S2 S3

R3

B3

B2

R2

S4 Router R

One network of switches S1-S4 divided into two VLANS, red and blue

In the diagram above, S1 and S3 each have both red and blue ports. The switch network S1-S4 will deliver
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traffic only when the source and destination ports are the same color. Red packets can be forwarded to the
blue VLAN only by passing through the router R, entering R’s red port and leaving its blue port. R may
apply firewall rules to restrict red—blue traffic.

When the source and destination ports are on the same switch, nothing needs to be added to the packet; the
switch can keep track of the color of each of its ports. However, switch-to-switch traffic must be additionally
tagged to indicate the source. Consider, for example, switch S1 above sending packets to S3 which has nodes
R3 (red) and B3 (blue). Traffic between S1 and S3 must be tagged with the color, so that S3 will know to
what ports it may be delivered. The IEEE 802.1Q protocol is typically used for this packet-tagging; a 32-bit
“color” tag is inserted into the Ethernet header after the source address and before the type field. The first
16 bits of this field is 0x8100, which becomes the new Ethernet type field and which identifies the frame as
tagged. A separate 802.3 amendment allows Ethernet packets to be slightly larger, to accommodate the tags.

Double-tagging is possible; this would allow an ISP to have one level of tagging and its customers to have
another level.

Finally, most commercial-grade switches do provide some way of selectively allowing traffic between dif-
ferent VLANSs; with such switches, for example, rules could be created to allow R1 to connect to B3 without
the use of the router R. One difficulty with this approach is that there is often little standardization among
switch manufacturers. This makes it difficult to create, for example, authorization applications that al-
low opening inter-VLAN connections on the fly. Another issue is that some switches allow inter-VLAN
rules based only on MAC addresses, and not, for example, on TCP port numbers. The OpenFlow protocol
(3.4.1 OpenFlow Switches) has the potential to create the necessary standardization here. Even without
OpenFlow, however, some specialty access-and-authentication systems have been developed that do enable
host access by dynamic creation of the appropriate switch rules.

3.2.1 Switch Hardware

One of the differences between an inexpensive Ethernet switch and a pricier one is the degree of internal
parallelism it can support. If three packets arrive simultaneously on ports 1, 2 and 3, and are destined for
respective ports 4, 5 and 6, can the switch actually transmit the packets simultaneously? A “yes” answer
here is the gold performance standard for an Ethernet switch: to keep up with packets as fast as they arrive.

The worst-case load, for a switch with 2N ports, is for packets to arrive continuously on N ports, and depart
on a different N ports. This means that, in the time required to transmit one packet, the switch must internally
forward N packets in parallel.

This is sometimes much faster than necessary. If all the load is departing (or arriving) via just one of the
ports — for example, the port connected to the server, or to the Internet — then the above standard is N times
faster than necessary; the switch need only handle one packet at a time. Such a switch may be forced to
queue outbound packets on that one port, but that does not represent a lack of performance on the part of the
switch. Still, greater parallelism is generally viewed as a good thing in switches.

The simplest switch architecture — used whenever a switch is built around a “standard” computer — is the
shared-memory model. Such a system consists of a single CPU, single memory and peripheral busses, and
multiple Ethernet cards. When a packet arrives, the CPU must copy the packet from the arrival interface
into RAM, determine the forwarding, and then copy the packet to the output interface. To keep up with
one-at-a-time 100 Mbps transmission, the internal transfer rate must therefore be at least 200 Mbps.

The maximum speed of such a device depends largely on the speed of the peripheral-to-RAM bus (the so-
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called front-side bus). The USB 3.0 bus operates at 5 Gbps. At an Ethernet speed of 100 Mbps, such a
bus can theoretically transfer 5 Gbps/200 Mbps = 25 packets in and out in the time it takes one packet to
arrive, supporting up to 50 ports total. However, with gigabit Ethernet, only two packets can be handled.
For commodity five-port switches, this is enough, and such switches can generally handle this degree of
parallelism.

Bus speeds go up at least ten-fold, but 10 Gbps and even 40 Gbps Ethernet is now common in datacenters,
and 24 ports is a bare minimum. As a result, the shared-memory architecture is generally not regarded as
adequate for high-performance switches. When a high degree of parallelism is required, there are various
architectures — known as switch fabrics — that can be implemented.

One common solution to this internal-bottleneck problem is a so-called crossbar switch fabric, consisting
of a grid of NxN normally open switch nodes that can be closed under CPU control. Packets travel, via a
connected path through the crossbar, directly from one Ethernet interface to another. The crossbar allows
parallel connections between any of N inputs and any of N outputs.

Inputs 3 ®

Outputs

5x5 crossbar with 5 parallel connections
1-1,2-3,3-5,4-2,5-4

The diagram above illustrates a 5x5 crossbar, with 5 inputs and 5 separate outputs. (In a real Ethernet
switch, any port can be an input or an output, but this is a relatively inessential difference). There are 5
parallel connections shown, from inputs 1-5 to outputs 1,3,5, 2 and 4 respectively; the large dots represent
solid-state switching elements in the closed state. Packets are transmitted serially through each switch path.

We saw in /.7 Congestion that, for any switch (or router), if packets arrive over time for a given output
port faster than they can be transmitted by that port, then the excess packets will need to be queued at that
output port. However, in this crossbar example, if multiple packets destined for the same output arrive
simultaneously, all but one will also have to be queued briefly at the input side: packets cannot be delivered
in parallel to the same output-port queue. The same is true for most other switch fabrics as well, including
the simple shared-memory switch discussed above. So, while the “primary” queues of switches (and routers)
are at the output side, as packets wait their turn for transmission, there is also a need for smaller input-side
queues, as packets wait their turn to enter the switch fabric.

Crossbars, and variations, are one common approach in the design of high-speed switches that support
multiple parallel transfers.
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The other hardware innovation often used by high-performance switches is Content-Addressable Memory,
or CAM; this allows for the search of the forwarding table in a single memory load. In a shared-memory
switch, each destination address must be looked up in a hash table or other data structure; including the
calculation of the hash value, this process may take as long as several tens of memory loads.

On some brands of switches, the forwarding table is often referred to as the CAM table.

CAM memory consists of a large number N of memory registers all attached to a common data-input bus;
for Ethernet switching, the data width of the bus and registers needs to be at least as large as the 48-bit
address size. When the input bus is activated, each memory register simultaneously compares the value on
the bus with its own data value; if there is a match, the register triggers its output line. A binary-encoder
circuit then converts the number k<N of that register to a binary value representing the address k of the
register. It is straightforward to have the encoder resolve ties by choosing, for example, the number of the
first register to match.

1 2 3 4 5 6 7 8 9 a b ¢ d e f
1
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Address 0110 = 6

In the diagram above, the data width is 6, and there are 16 vertically oriented registers numbered (in hex)
0-f. Register 6 contains the entry 100011 matching the data input, and enables its signal into the encoder.
The output of the encoder is the corresponding address, 0110.

A common variant of CAM is Ternary CAM, or TCAM, in which each memory register is paired with a
corresponding “mask’ register. For any given bit, a match is declared only if the bus bit matches the register
bit, or the corresponding mask bit is 0. A mask bit of O thus represents a wildcard value, matching any input.
TCAM is most useful when the addresses being looked up are IP addresses rather than Ethernet addresses,
in which case the goal is to match only the address bits corresponding to the network prefix (/./0 IP -
Internet Protocol). In this setting the mask contents represents the IP address mask (9.6 1Pv4 Subnets). In
order to implement the longest-match rule (/4./ Classless Internet Domain Routing: CIDR) it is essential
that addresses with shorter prefixes — longer runs of terminal wildcard bits — appear before addresses with
longer prefixes (and also that, in the event of multiple matches, the encoder prefers the righthand — that
is, longer — match). This implies that new TCAM entries must be inserted in relatively specific positions,
which may involve a significant amount of shifting the positions of existing entries. See 9.5./ Efficient
Forwarding-Table Lookup.
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3.3 TRILL and SPB

As Ethernets get larger, the spanning-tree algorithm becomes more and more a problem, primarily because
useful links are disabled and redundancy is lost. In a high-performance network, such as a campus backbone
or within a datacenter, disabled links are a wasted resource. A secondary issue is that, in the event of link
failure, the spanning-tree approach can take many seconds to create a new tree and restore connectivity.

To address these problems, there are now protocols which allow Ethernet to have active loops in the topology,
making first-class use of all links. The idea is to generate forwarding tables within the Ethernet switches —
or at least within those that support the appropriate protocol — that route every packet along the shortest path,
or at least an approximation to the shortest path. All physical links can remain in active service. This has
long been a staple in the IP world (/3 Routing-Update Algorithms), but is definitely a break with tradition
at the LAN layer.

There are two competing protocols here: TRILL (TRansparent Interconnection of Lots of Links) and SPB
(Shortest-Path Bridging). TRILL is documented in /RP04] and RFC 6325 and companions, while SPB is
standardized by IEEE 802.1aq. We will focus here on TRILL.

Both TRILL and SPB envision that, initially, only a few switches will be smart enough to do shortest-path
routing, just as, once upon a time, only a few switches implemented the spanning-tree algorithm. But,
with time, it is likely that eventually most if not all Ethernet switches will be shortest-path aware. In high-
performance datacenters it is particularly likely that forwarding will be based on TRILL or SPB.

In TRILL, the Ethernet switches that are TRILL-aware are known as Router-Bridges, or RBridges (the terms
RSwitches and TRILL Switches might also be appropriate). In between the RBridges are Legacy Ethernets
(called “links” in [RP04] and RFC 6325, though this term is misleading); Legacy Ethernets consist of
maximal subnetworks of Ethernet hosts and non-TRILL-aware switches. The intent is for the RBridges to
partition the entire Ethernet into relatively small Legacy Ethernets. In the ultimate case where all switches
are RBridges, the Legacy Ethernets are simply individual hosts. In the diagram below, four RBridges isolate
Legacy Ethernets 1, 2, 3 and 4, though Legacy Ethernet 5 represents a degree of partitioning inefficiency.

....................

Each Legacy Ethernet elects a single connected RBridge to represent it. There is a unique choice for LE1
through LE4 above, but LES must make a decision. This elected RBridge is known as the Designated
RBridge, or DRB. Each Legacy Ethernet then builds its own spanning tree, perhaps (though not necessarily)
rooted at its Designated RBridge.

Traffic from a Legacy Ethernet to the outside will generally be forwarded through its Designated RBridge;
connections to other RBridges will not be used. The idea is for packets from one Legacy Ethernet to another
to be delivered first to the source node’s DRB, and then to the destination node’s DRB via true shortest-path
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forwarding between the RBridges, and from there to the destination node. Of course, in the ultimate case
where every switch is an RBridge, traffic will take the shortest path from start to finish.

The one exception to this rule about forwarding through the Designated RBridge is that the DRB can dele-
gate this forwarding task to other RBridges for different VLANs within the Legacy Ethernet. If this is done,
each VLAN will always use the same RBridge for all its outside traffic.

The second part of the process is for the RBridges each to figure out the overall topology; that is, each builds
a complete map of all the RBridges and their interconnections. This is done using a link-state routing-update
protocol, described in /3.5 Link-State Routing-Update Algorithm. Of the two primary link-state protocols,
IS-IS and OSPF, TRILL has selected the former, as it is more easily adapted to a setting in which, as here,
nodes do not necessarily have IP addresses. The RBridges each send out appropriate “link-state packets”,
using multicast and using per-RBridge databases to ensure that these packets are not re-forwarded endlessly.
These link-state packets can be compared to spanning-tree Hello messages. As is fundamental to link-state
forwarding, once each RBridge has a complete map of all the RBridges, each RBridge can calculate an
optimal route to any other RBridge.

As Designated RBridges see packets from their Legacy Ethernets, they learn the MAC addresses of the
active hosts within, via the usual Ethernet learning protocol. They then share these addresses with other
RBridges, using the IS-IS link-state protocol, so other RBridges eventually learn how to reach most if not
all Ethernet addresses present in the overall network.

Delivery still must make use of fallback-to-flooding, however, to deliver to previously unknown destinations.
To this end, the RBridges negotiate among themselves a spanning tree covering all the RBridges. Any packet
with unknown destination is flooded along this spanning tree, and then, as the packet reaches a Designated
RBridge for a Legacy Ethernet, is flooded along the spanning tree of that Ethernet. This process is also used
for delivery of broadcast and multicast packets.

As RBridges talk to one another, they negotiate compact two-byte addresses — known as “nicknames” — for
one another, versus the standard Ethernet six-byte addresses. This saves space in the RBridge-to-RBridge
communications.

As packets travel between RBridges, a special TRILL header is added. This header includes a hopcount
field, otherwise not present in Ethernet, which means any packets caught in transient routing loops will
eventually be discarded. IS-IS may occasionally generate such routing loops, though they are rare.

The TRILL header also includes the nicknames of the source and destination RBridges. This means that
actual packet forwarding between RBridges does not involve the MAC address of the destination host; that
is used only after the packet has reached the Designated RBridge for the destination Legacy Ethernet, at
which point the TRILL header is removed.

If a link between two RBridges fails, then the link’s endpoints send out IS-IS update messages to notify all
the other RBridges of the failure. The other RBridges can then recalculate their forwarding tables so as not
to use the broken link. Recovery time is typically under 0.1 seconds, a roughly hundredfold improvement
over spanning-tree recovery times.

TRILL supports the use of multiple equal-cost paths to improve throughput between two RBridges; cf
[3.7 ECMP. In a high-performance datacenter, this feature is very important.

Like TRILL, SPB uses IS-IS between the SPB-aware bridges to find shortest paths, and encapsulates packets
with a special header as they travel between RBridges. SPB does not include a hopcount in the encapsulation
header; instead, it more carefully controls forwarding. SPB also uses the original destination MAC address
for inter-RBridge forwarding.
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3.4 Software-Defined Networking

While TRILL and SPB offer one way to handle to the scaling problems of spanning trees, Software-Defined
Networking, or SDN, offers another, much more general, approach. The core idea of SDN is to place the
forwarding mechanism of each participating switch under the aegis of a controller, a user-programmable
device that is capable of giving each switch instructions on how to forward packets. Like TRILL and SPB,
this approach also allows forwarding and redundant links to coexist. The controller can be a single node on
the network, or can be a distributed set of nodes. The controller manages the forwarding tables of each of
the switches.

To handle legitimate broadcast traffic, the controller can, at startup, probe the switches to determine their
layout, and, from this, construct a suitable spanning tree. The switches can then be instructed to flood
broadcast traffic only along the links of this spanning tree. Links that are not part of the spanning tree can
still be used for forwarding to known destinations, however, unlike conventional switches using the spanning
tree algorithm.

Typically, if a switch sees a packet addressed to an unknown destination, it reports it to the controller, which
then must figure out what to do next. One option is to have traffic to unknown destinations flooded along
the same spanning tree used for broadcast traffic. This allows fallback-to-flooding to coexist safely with the
full use of loop topologies.

Switches are often configured to report new source addresses to the controller, so that the controller can tell
all the other switches the best route to that new source.

SDN controllers can be configured as simple firewalls, disallowing forwarding between selected pairs of
nodes for security reasons. For example, if a datacenter has customers A and B, each with multiple nodes,
then it is possible to configure the network so that no node belonging to customer A can send packets to a
node belonging to customer B. See also the following section.

At many sites, the SDN implementation is based on standardized modules. However, controller software
can also be developed locally, allowing very precise control of network functionality. This control, rather
than the ability to combine loop topologies with Ethernet, is arguably SDN’s most important feature. See
[FRZI3].

3.4.1 OpenFlow Switches

At the heart of SDN is the ability of controllers to tell switches how to forward packets. We next look at
the packet-forwarding architecture for OpenFlow switches; OpenFlow is a specific SDN standard created
by the Open Networking Foundation. See [MABPPRSTOS] and the OpenFlow switch specification (2015
version).

OpenFlow forwarding is built around one or more flow tables. The primary components of a flow-table
entry are a set of match fields and a set of packet-response instructions, or actions, if the match succeeds.
Some common actions include

* dropping the packet
 forwarding the packet out a specified single interface

* flooding the packet out a set of interfaces
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 forwarding the packet to the controller
* modifying some field of the packet
* processing the packet at another (higher-numbered) flow table

The match fields can, of course, be a single entry for the destination Ethernet address. But it can also include
any other packet bit-field, and can include the ingress interface number. For example, the forwarding can
be done entirely (or partially) on IP addresses rather than Ethernet addresses, thus allowing the OpenFlow
switch to act as a so-called Layer 3 switch (9.6.3 Subnets versus Switching), that is, resembling an IP router.
Matching can be by the destination IP address and the destination TCP port, allowing separate forwarding
for different TCP-based applications. In /3.6 Routing on Other Attributes we define policy-based routing;
arbitrary such routing decisions can be implemented using OpenFlow switches. In SDN settings the policy-
based-routing abilities are sometimes used to segregate real-time traffic and large-volume “elephant” flows.
In the 12_pairs.py example of the following section, matching is done on both Ethernet source and
destination addresses.

Flow tables bear a rough similarity to forwarding tables, with the match fields corresponding to destinations
and the actions corresponding to the next_hop. In simple cases, the match field contains a single destination
address and the action is to forward out the corresponding switch port.

Normally, OpenFlow switches handle broadcast packets by flooding them; that is, by forwarding them out
all interfaces other than the arrival interface. It is possible, however, to set the NO_FLOOD attribute on
specific interfaces, which means that packets designated for flooding (broadcast or otherwise) will not be
sent out on those interfaces. This is typically how spanning trees for broadcast traffic are implemented (see
30.9.6 [2_multi.py for a Mininet example). An interface marked NO_FLOOD, however, may still be used
for unicast traffic. Generally, broadcast flooding does not require a flow-table entry.

Match fields are also assigned a priority value. In the event that a packet matches two or more flow-table
entries, the entry with the highest priority wins. The table-miss entry is the entry with no match fields
(thereby matching every packet) and with priority 0. Often the table-miss entry’s action is to forward the
packet to the controller, although a packet that matches no entry is simply dropped.

Flow-table instructions can also involve modifying (“mangling”) packets. One Ethernet-layer application
might be VLAN coloring (3.2 Virtual LAN (VLAN)); at the IPv4 layer, this could be used to decrement the
TTL and update the checksum (9.1 The IPv4 Header).

In addition to match fields and instructions, flow tables also include counters, flags, and a last_used time.
The latter allows flows to be removed if no matching packets have been seen for a while. The counters allow
the OpenFlow switch to implement Quality-of-Service constraints — eg bandwidth limiting — on the traffic.

3.4.2 Learning Switches in OpenFlow

Suppose we want to implement a standard Ethernet learning switch (2.4.1 Ethernet Learning Algorithm).
The obvious approach is to use flows matching only on the destination address. But we encounter a problem
because, by default, packets are reported to the controller only when there is no flow-entry match. Suppose
switch S sees a packet from host B to host A and reports it to the controller, which installs a flow entry in S
matching destination B (much as a real learning switch would do). If a packet now arrives at S from a third
host C to B, it would simply be forwarded, as it would match the B flow entry, and therefore would not be
reported to the controller. This means the controller would never learn about address C, and would never
install a flow entry for C.
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One straightforward alternative approach that avoids this problem is to match on Ethernet (destaddr,srcaddr)
pairs. If a packet from A to B arrives at switch S and does not match any existing flow entry at S, it is
reported to the controller, which now learns that A is reached via the port by which the packet arrived at S.

port 1 S port 2

In the network above, suppose A sends a packet to B (or broadcasts a packet meant for B), and the flow table
of S is empty. S will report the packet to the controller (not shown in the diagram), which will send it back
to S to be flooded. However, the controller will also record that A can be reached from S via port 1.

Next, suppose B responds. When this packet from B arrives at S, there are still no flow-table entries, and
so S again reports the packet to the controller. But this time the controller knows, because it learned from
the first packet, that S can reach A via port 1. The controller also now knows, from the just-arrived packet,
that B can be reached via port 2. Knowing both of these forwarding rules, the controller now installs two
flow-table entries in S:

dst=B,src=A: forward out port 2
dst=A,src=B: forward out port 1

If a packet from a third host C now arrives at S, addressed to B, it will not be forwarded, even though its
destination address matches the first rule above, as its source address does not match A. It will instead be
sent to the controller (and ultimately be flooded). When B responds to C, the controller will install rules for
dst=C,src=B and dst=B,src=C. If the packet from C were not reported to the controller — perhaps because
S had a flow rule for dst=B only — then the controller would never learn about C, and would never be in a
position to install a flow rule for reaching C.

The pairs approach to OpenFlow learning is pretty much optimal, if a single flow-entry table is available.
The problem with this approach is that it does not scale well; with 10,000 addresses on the network, we will
need 100,000,000 flowtable-entry pairs to describe all the possible forwarding. This is prohibitive.

We examine a real implementation (in Python) of the pairs approach in 30.9.2  [2_pairs.py, using the
Mininet network emulator and the Pox controller (30 Mininet).

A more compact approach is to use multiple flow tables: one for matching the destination, and one for
matching the source. In this version, the controller never has to remember partial forwarding information,
as the controller in the version above had to do after receiving the first packet from A. When a packet arrives,
it is matched against the first table, and any actions specified by the match are carried out. One of the actions
may be a request to repeat the match against the second table, which may lead to a second set of actions.
We repeat the A—B, B— A example above, letting Ty denote the first table and T denote the second.

Initially, before any packets are seen, the controller installs the following low-priority match rules in S:

To: match nothing: flood, send to T,
Ty : match nothing: send to controller

These are in effect default rules: because there are no packet fields to match, they match all packets. The
low priority ensures that better-matching rules are always used when available.

When the packet from A to B arrives, the Ty rule above means the packet is flooded to B, while the T rule
means the packet is sent to the controller. The controller then installs the following rules in S:
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To: match dst=A: forward via port 1, send to T,
Ti: match src=A: do nothing

Now B sends its reply to A. The first rule above matches, so the packet is forwarded by S to A, and is
resubmitted to T;. The T, rule immediately above, however, does not match. The only match is to the
original default rule, and the packet is sent to the controller. The controller then installs another two rules in
S:

To: match dst=B: forward via port 2, send to T
Ty : match src=B: do nothing

At this point, as A and B continue to communicate, the Ty rules ensure proper forwarding, while the T
rules ensure that no more packets from this flow are sent to the controller.

Note that the controller always installs the same address in the Ty table and the T, table, so the list of
addresses present in these two tables will always be identical. The Ty table always matches destinations,
though, while the T table matches source addresses.

The Mininet/Pox version of this appears in 30.9.3 [2_nx.py.

Another application for multiple flow tables involves switches that make quality-of-service prioritization
decisions. A packet’s destination would be found using the first flow table, while its priority would be found
by matching to the second table. The packet would then be forwarded out the port determined by the first
table, using the priority determined by the second table. Like building a learning switch, this can be done
with a single table by listing all combinations of {(destaddr,priority ), but sometimes that’s too many entries.

We mentioned above that SDN controllers can be used as firewalls. At the Ethernet-address level this is
tedious to configure, but by taking advantage of OpenFlow’s understanding of IP addresses, it is straight-
forward, for example, to block traffic between different IP subnets, much like a router might do. OpenFlow
also allows blocking all such traffic except that between specific pairs of hosts using specific protocols. For
example, we might want customer A’s web servers to be able to communicate with A’s database servers
using the standard TCP port, while still blocking all other web-to-database traffic.

3.4.3 Other OpenFlow examples

After emulating a learning switch, perhaps the next most straightforward OpenFlow application, concep-
tually, is the support of Ethernet topologies that contain loops. This can be done quite generically; the
controller does not need any special awareness of the network topology.

On startup, switches are instructed by the controller to report their neighboring switches. With this informa-
tion the controller is then able to form a complete map of the switch topology. (One way to implement this
is for the controller to order each switch to send a special marked packet out each of its ports, and then for
the receiving switches to report these packets back to the controller.) Once the controller knows the switch
topology, it can calculate a spanning tree, and then instruct each switch that flooded packets should be sent
out only via ports that correspond to links on the spanning tree.

Once the location of a destination host has been learned by the controller (that is, the controller learns
which switch the host is directly connected to), the controller calculates the shortest (or lowest-cost, if the
application supports differential link costs) path from each switch to that host. The controller then instructs
each switch how to forward to that host. Forwarding will likely use links that are not part of the spanning
tree, unlike traditional Ethernet switches.
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We outline an implementation of this strategy in 30.9.6 [2_multi.py.

3.4.3.1 Interconnection Fabric

The previous Ethernet-loop example is quite general; it works for any switch topology. Many other Open-
Flow applications require that the controller contains some prior knowledge of the switch topology. As an
example of this, we present what we will refer to as an interconnection fabric. This is the S1-S5 network
illustrated below, in which every upper (S1-S2) switch connects directly to every lower (S3-S5) switch. The
bottom row in the diagram represents server racks, as interconnection fabrics are very common in datacen-
ters. (For a real-world datacenter example, see here, although real-world interconnection fabrics are often
joined using routing rather than switching.) The red and blue numbers identify the switch ports.

0 |o
S1 S2

2 1 /2 \3
0, 0\ /1

1
S3 S4 S5

4% 3| 4 3| 4

The first two rows here contain many loops, eg S1-S3-S2-S4-S1 (omitting the S3-S5 row, and having S1
and S2 connect directly to the server racks, does not eliminate loops). In the previous example we described
how we could handle loops in a switched network by computing a spanning tree and then allowing packet
flooding only along this spanning tree. This is certainly possible here, but if we allow the spanning-tree
algorithm to prune the loops, we will lose most of the parallelism between the S1-S2 and S3-S5 layers; see
exercise 8.5. This generic spanning-tree approach is not what we want.

w

If we use IP routing at S1 through S5, as in /3 Routing-Update Algorithms, we then need the three clusters
of server racks below S3, S4 and S5 to be on three separate IP subnets (9.6 [Pv4 Subnets). While this is
always technically possible, it can be awkward, if the separate subnets function for most other purposes as a
single unit.

One OpenFlow approach is to assume that the three clusters of server racks below S3-S4-S5 form a single
IP subnet. We can then configure S1-S5 with OpenFlow so that traffic from the subnet is always forwarded
upwards while traffic fo the subnet is always forwarded downwards.

But an even simpler solution — one not requiring any knowledge of the server subnet — is to use OpenFlow to
configure the switches S1-S5 so that unknown-destination traffic entering on a red (upper) port is flooded out
only on the blue (lower) ports, and vice-versa. This eliminates loops by ensuring that all traffic goes through
the interconnection fabric either upwards-only or downwards-only. After the destination server below S3-S5
has replied, of course, S1 or S2 will learn to which of S3-S5 it should forward future packets to that server.

This example works the way it does because the topology has a particular property: once we eliminate paths
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that both enter and leave S1 or S2 via blue nodes, or that enter and leave S3, S4 and S5 via red nodes, there is
a unique path between any input port (red upper port) and any output port (towards the server racks). From
there, it is easy to avoid loops. Given a more general topology, on the other hand, in which unique paths
cannot be guaranteed by such a rule, the OpenFlow controller has to choose a path. This in turn generally
entails path discovery, shortest-path selection and loop avoidance, as in the previous example.

3.4.3.2 Load Balancer

The previous example was quite local, in that all the OpenFlow actions are contained within the intercon-
nection fabric. As a larger-scale (and possiby more typical) special-purpose OpenFlow example, we next
describe how to achieve server load-balancing via SDN; that is, users are connected transparently to one of
several identical servers. Each server handles only its assigned fraction of the total load. For this example,
the controller must not only have knowledge of the topology, but also of the implementation goal.

To build the load-balancer, imagine that the SDN controller is in charge of, in the diagram of the previous
section, all switches in the interconnection fabric and also all switches among the server racks below. At
this point, we configure all the frontline servers within the server racks identically, including giving them
all identical IPv4 addresses. When an incoming TCP connection request arrives, the controller picks a
server (perhaps using round robin, perhaps selecting the server with the lowest load) and sets up OpenFlow
forwarding rules so all traffic on that TCP connection arriving from the outside world is sent to the designated
server, and vice-versa. Different servers with the same IPv4 address are not allowed to talk directly with
one another at all, thereby averting chaos. The lifetime of the OpenFlow forwarding rule can be adjusted as
desired, eg to match the typical lifetime of a user session.

When the first TCP packet of a connection arrives at the selected server, the server may or may not need
to use ARP to figure out the appropriate internal LAN address to which to send its reply. Sometimes ARP
needs to be massaged a bit to work acceptably in an environment in which some hosts have the same IPv4
address.

At no point is the fact that multiple servers have been assigned the same IPv4 address directly exposed: not
to other servers, not to internal routers, and not to end users. (Servers never initiate outbound connections
to users, so there is no risk of two servers contacting the same user.)

For an example of this sort of load balancing implemented in Mininet and Pox, see 30.9.5 loadbal-
ance3l.py.

The identical frontline servers might need to access a common internal database cluster. This can be im-
plemented by assigning each server a second IPv4 address for this purpose, not shared with other servers,
or by using the common public-facing IPv4 address and a little more OpenFlow cleverness in setting up
appropriate forwarding rules. If the latter approach is taken, it is now in principle possible that two servers
would connect to the database using the same TCP port, by coincidence. This would expose the identical
IPv4 addresses, and the SDN controllers would have to take care to ensure that this did not happen. One
approach, if supported, would be to have the OpenFlow switches “mangle” the server IPv4 addresses or
ports, as is done with NAT (9.7 Network Address Translation).

There are also several “traditional” strategies for implementing load balancing. For example, one can give
each server its own IPv4 address but then use round-robin DNS (/0./ DNS) to assign different users to
different servers. Alternatively, one can place a device called a load balancer at the front of the network that
assigns incoming connection requests to an internal server and then takes care of setting up the appropriate
forwarding. Forwarding can be at the IP layer (that is, via routing), or at the TCP layer, or at the application
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layer. The load balancer can be thought of as NAT-like (9.7 Network Address Translation) in that it
maintains a table of associations between external-user connections and a internal servers; once a user
connects, the association with the chosen server remains in place for a period of time. One advantage of
the SDN approach described here is that the individual front-line servers need no special configuration; all
of the load-sharing awareness is contained within the SDN network. Furthermore, the SDN switches do
virtually no additional work beyond ordinary forwarding; they need only involve the controller when the
first new TCP packet of each connection arrives.

3.5 Epilog

As datacenters have grown, so has Ethernet. While A complex Ethernet can now handle tens of thousands
of nodes, the ineluctable growth in broadcast traffic remains a serious limiting factor. At some point, the
IP approach to scaling of large networks, by division into multiple subnets (9.6 [Pv4 Subnets), wins out.
That said, the tools in this chapter have enabled an awful lot of very large Ethernets, both campus-wide and
within datacenters. To some degree, this is a matter of cost: fast Ethernet switches are often cheaper than
fast IP routers.

Software-defined networking has been heralded as the future of networking. Someday that future may arrive.
While SDN has been very successful in some specific areas, Ethernet installations are still dominant.

3.6 Exercises

Exercises are given fractional (floating point) numbers, to allow for interpolation of new exercises. Exercises
marked with a <} have solutions or hints at 24.3  Solutions for Advanced Ethernet.

1.0. The following network is like that of 3././ Example 1: Switches Only, except that the switches are
numbered differently. Again, the ID of switch Sn is n, so S1 will be the root. Which links end up “pruned”
by the spanning-tree algorithm, and why? Diagram the network formed by the surviving links.

Sl S4 S6

S3 S5 S2

2.0. Consider the network below, consisting of just the first two rows from the datacenter diagram in
3.4.1 OpenFlow Switches:

M
S3 S4 S5
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(a).{> Give network of surviving links after application of the spanning-tree algorithm. Assume the ID of
switch Sn is n. In this network, what is the path of traffic from S2 to S5?

(b). Do the same as part (a) except assuming S4 has ID 0, and so will be the root, while the ID for the other
Sn remains n. What will be the path of traffic from S1 to S5?

3.0. Suppose you want to develop a new protocol so that Ethernet switches participating in a VLAN all keep
track of the VLAN “color” associated with every destination in their forwarding tables. Assume that each
switch knows which of its ports (interfaces) connect to other switches and which may connect to hosts, and
in the latter case knows the color assigned to that port.

(a). Suggest a way by which switches might propagate this destination-color information to other switches.
(b). What must be done if a port formerly reserved for connection to another switch is now used for a host?

4.0. (This exercise assumes some familiarity with Distance-Vector routing as in /3 Routing-Update Algo-
rithms.)

(a). Suppose switches are able to identify the non-switch hosts that are directly connected, that is,
reachable without passing through another switch. Explain how the algorithm of /3.7 Distance-Vector
Routing-Update Algorithm could be used to construct optimal Ethernet forwarding tables even if loops
were present in the network topology.

(b). Suppose switches are allowed to “mark”™ packets; all packets are initially unmarked. Give a mechanism
that allows switches to detect which non-switch hosts are directly connected.

(c). Explain why Ethernet broadcast (and multicast) would still be a problem.

5.0.<> Consider the following arrangement of three hosts h1, h2, h3 and one OpenFlow switch S with ports
1, 2 and 3 and controller C (not shown)

hi S h2

h3

Four packets are then transmitted:

(a). h1—h2
(b). h2—hl
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(c). h3—hl

(d). h2—h3
Assume that S reports to C all packets with unknown destination, that is, all packets for which S does
not have a forwarding entry for that packet’s destination. Packet reports include the source and destination
addresses and the arrival port. On receiving a report, if the source address is previously unknown then
C installs on S a forwarding-table entry for that source address. At that point S uses its forwarding table

(including any new entries) to forward the packet, if a suitable entry exists. Otherwise S floods the packet
as usual.

For the four packets above, indicate
1. whether S reports the packet to C
2. if so, any new forwarding entry C installs on S
3. whether S is then able to forward the packet using its table, or must fall back to flooding.

(If S does not report the packet to C then S must have had a forwarding-table entry for that destination, and
so S is able to forward the packet normally.)

6.0. Consider again the arrangement of exercise 12.0 of three hosts h1, h2, h3 and one OpenFlow switch S
with ports 1, 2 and 3 and controller C (not shown)

hi S h2

h3

The same four packets are transmitted:

(a). h1—=h2
(b). h2—hl
(c). h3—hl
(d). h2—h3
This time, assume that S reports to C all packets with unknown destination or unknown source (that is, S

does not have a forwarding entry for either the packet’s source or destination address). For the four packets
above, indicate

1. whether S reports the packet to C
2. if so, any new forwarding entry C installs on S
3. whether S is then able to forward the packet using its table, or must fall back to flooding.

As before, packet reports include the source and destination addresses and the arrival port. On receiving
a report, if the source address is previously unknown then C installs on S a forwarding-table entry for that
source address. At that point S uses its forwarding table (including any new entries) to forward the packet, if
a suitable entry exists. Otherwise S floods the packet as usual. Again, if S does not report a packet to C then
S must have had a forwarding-table entry for that destination, and so is able to forward the packet normally.
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7.0 Consider the following arrangement of three switches S1-S3, three hosts h1-h3 and one OpenFlow
controller C.

hi h2 h3
s1 S2 S3
.\.'C L

As with exercise 5.0, assume that the switches report packets to C only if they do not already have a
forwarding-table entry for the packet’s destination. After each report, C installs a forwarding-table entry
on the reporting switch for reaching the packet’s source address via the arrival port. At that point the switch
floods the packet (as the destination must not have been known). If a switch can forward a packet without
reporting to C, no new forwarding entries are installed.

Packets are now sent as follows:
h1—h2
h2—hl
h1—h3
h3—hl

h2—h3
h3—h2

At the end, what are the forwarding tables on S1<>, S2 and S3?

8.0 Here are the switch rules for the multiple-flow-table example in 3.4.2 Learning Switches in OpenFlow:

Table | match field | match action no-match default
To destaddr forward and send to T | flood and send to T,
T, srcaddr do nothing send to controller

Give a similar table where the matches are reversed; that is, To matches the srcaddr field and T; matches the
destaddr field.
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4 WIRELESS LANS

Ethernet is ubiquitous in the datacenter, and in some large corporate desktop networks. Yet many residential
and employee laptops never touch an Ethernet cable; Ethernet connections for smartphones and similar
devices are almost unheard of.

It would be difficult to imagine contemporary laptop networking, let alone mobile devices, without wireless
networking. In both homes and offices, Wi-Fi connectivity is the norm. Mobile networking is ubiquitous. A
return to being tethered by wires is unthinkable.

4.1 Adventures in Radioland

For this chapter we leave wires (and fiber) behind, and contemplate the transmission of packets via radio,
freeing nodes from their cable tethers. Wi-fi (4.2 Wi-Fi) and mobile wireless (4.3 WiMAX and LTE) are
now ubiquitous. But radio is not quite like wire, and wireless transmission of packets brings several changes.

4.1.1 Privacy

It’s hard to tap into wired Ethernet, especially if you are locked out of the building. But anyone can re-
ceive wireless transmissions, often from a considerable distance. The data breach at TJX Corporation was
achieved by attackers parking outside a company building and pointing a directional antenna at it; encryp-
tion was used but it was weak (see 28 Security and 28.7.7 Wi-Fi WEP Encryption Failure). Similarly,
Internet café visitors generally don’t want other patrons to read their email. Radio communication needs
strong encryption.

4.1.2 Collisions

Ethernet-like collision detection is no longer feasible over radio. To some extent, this has to do with the
relative signal strength of the remote signal at the local transmitter. Along a wire-based Ethernet the remote
signal might be as weak as 1/100 of the transmitted signal but that 1% received signal is still detectable
during transmission. However, with radio the remote signal might easily be as little as 1/1,000,000 of the
transmitted signal (-60 dB), as measured at the transmitting station, and it is simply overwhelmed during
transmission. Even if signal strength could be resolved, there is also the “hidden-node problem”, in the
following section and also at 4.2./.4 Hidden-Node Problem): perhaps nodes A and B can both communicate
directly with C, but there is a radio-opaque wall blocking any direct communication between A and B. If A
and B now transmit simultaneously, C will encounter a collision, but there is no way for A or B to detect
this collision directly.

As a result, wireless protocols must be constructed appropriately. We will look at how Wi-Fi handles this
in its most common mode of operation in 4.2./ Wi-Fi and Collisions. Wi-Fi also supports its PCF mode
(4.2.7 Wi-Fi Polling Mode) that involves fewer (but not zero) collisions through the use of central-point
polling. Finally, WiMAX and LTE switch from polling to scheduling to further reduce collisions, though
the potential for collisions is still inevitable when new stations join the network.
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It is also worth pointing out that, while an Ethernet collision affects every station in the physical Ethernet
(the “collision domain”), wireless collisions are local, occuring at the receiver. Two stations can transmit at
the same time, and in range of one another, but without a collision! This can happen if each of the relevant
receivers is in range of only one of the two transmitting stations. As an example, suppose three stations are
arranged linearly, A—-C-B, with the A—C and C-B distances just under the maximum effective range. When
A and B both transmit there is indeed a collision at C. But when C and B transmit simultaneously, A may
receive C’s signal just fine, as B’s is too weak to interfere.

4.1.3 Hidden Nodes

In wireless communication, two nodes A and B that are not in range of one another — and thus cannot detect
one another — may still have their signals interfere at a third node C.

This creates an additional complication to collision handling: if A and B transmit simultaneously then there
will be a collsion at C, but neither A nor B can possibly detect this. See 4.2.1.4 Hidden-Node Problem.

4.1.4 Band Width

To radio engineers, “band width” (two words) means the frequency range used by a signal, not the data
transmission rate. No information can be conveyed using a single frequency; even signaling by switching a
carrier frequency off and on at a low rate “blurs” the carrier into a band of nonzero width.

In keeping with this we will for the remainder of this chapter use the term “data rate” for what we have
previously called “bandwidth”. We will use the terms “channel width” or “width of the frequency band” for
the frequency range, as “band width” is easily mistaken for “bandwidth”.

All else being equal, the data rate achievable with a radio signal is proportional to the channel width. The
constant of proportionality is limited by the Shannon-Hartley theorem: the maximum data rate divided by
the width of the frequency band is log>(1+SNR), where SNR is the signal to noise power ratio. Noise here
is assumed to have a specific statistical form known as Gaussian white noise. If SNR is 127, for example,
and the width of the frequency band is 1 MHz, then the maximum theoretical data rate is 7 Mbps, where
7 = logy(128). If the signal power S drops by about half so SNR=63, the data rate falls to 6 Mbps, as 6 =
log,(64); the relationship between signal power and data rate is logarithmic.
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4.1.41 OFDM

The actual data rate achievable, for a given channel width and SNR, depends on the signal encoding, or
modulation, mechanism. Most newer modulation mechanisms use “orthogonal frequency-division multi-
plexing”, OFDM, or some variant.

A central feature of OFDM is that one wider frequency band is divided into multiple narrow subchan-
nels; each subchannel then carries a proportional fraction of the total information signal, modulated onto a
subchannel-specific carrier. All the subchannels can be allocated to one transmission at a time (time-division
multiplexing, 6.2 Time-Division Multiplexing), or disjoint sets of subchannels can be allocated to different
transmissions that can then proceed (at proportionally lower data rates) in parallel. The latter is known as
frequency-division multiplexing.

In many settings OFDM comes reasonably close to the Shannon-Hartley limit. Perhaps more importantly,
OFDM also performs reasonably well with multipath interference, below, which is endemic in urban and
building-interior environments with their many reflective surfaces. Multipath interference is, however, not
necessarily comparable to the Gaussian noise assumed by the Shannon-Hartley theorem. We will not address
further technical details of OFDM here, except to note that implementation usually requires some form of
digital signal processing.

The OFDMA variant, with the MA standing for Multiple Access, allows multiple users to use nonoverlap-
ping sets of subchannels, thus allowing simultaneous transmission. It is an option available in 802.11ax.

4.1.5 Cost

Another fundamental issue is that everyone shares the same radio spectrum. For mobile wireless providers,
this constraint has driven prices to remarkable levels; the 2014-15 FCC AWS-3 auction raised almost $45
billion for 65 MHz (usable throughout the entire United States). This works out to somewhat over $2 per
megahertz per phone. The corresponding issue for Wi-Fi users in a dense area is that all the available Wi-Fi
capacity may be in use. Inside busy buildings one can often see dozens of Wi-Fi access points competing for
the same Wi-Fi channel; the result is that no user will be getting close to the nominal data rates of 4.2 Wi-Fi.

Higher data rates require wider frequency bands. To reduce costs in the face of fixed demand, the usual
strategy is to make the coverage zones smaller, either by reducing power (and adding more access points as
appropriate), or by using directional antennas, or both.

4.1.6 Multipath

While a radio signal generally covers a wide area — even with ordinary directional antennas — it does so in
surprisingly non-uniform ways. A signal may reach a receiver through a line-of-sight path and also several
reflected paths, possibly of varying length. In addition to reflection, the signal may be subject to reflection-
like scattering and diffraction. All of this together is known as multipath interference (or, if analog audio
is involved, multipath distortion; in the analog TV era this was ghosting).
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A > B

Line-of-sight and reflected signals Superposition of encoded data

The picture above shows two transmission paths from A to B. The respective carrier paths may interfere with
or supplement one another. The longer delay of the reflecting path (red) wil also delay its encoded signal.
The result, shown at right, is that the line-of-sight and reflected data symbols may overlap and interfere with
each other; this is known as intersymbol interference. Multipath interference may even change the meaning
of the data symbol as seen by the receiver; for example, the red and black low data-signal peaks above at
the point of the vertical dashed line may sum together so as to be received as a higher peak (assuming the
underlying carriers are in sync).

Multipath interference tends to lead to wide fluctuations in signal intensity with a period of about half a wavelength;

(L& J

wavelength
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Signal-intensity map (simulated) in a room with walls with 40% reflectivity

The picture above is from a mathematical simulation intended to illustrate multipath fading. The walls of
the room reflect 40% of the signal from the transmitter located in the orange ball at the lower left. The
transmitter transmits an unmodulated carrier signal, which may be reflected off the walls any number of
times; at any point in the room the total signal intensity is the sum over all possible reflection paths. On the
right-hand side, the small-scale blue ripples represent the received carrier strength variation due to multipath
interference between the line-of-sight and all the reflected paths. Note that the ripple size is about half a
wavelength.

In comparison to this simulated intensity map, real walls tend to have a lower reflectivity, real rooms are not
two-dimensional, and real carriers are modulated. However, real rooms also introduce scattering, diffraction
and shadowing from objects within, and significant (3 x to 10x) multipath-fading signal-strength variations
are common in actual wireless settings.

Multipath fading can be either flat — affecting all frequencies more or less equally — or selective — affecting
some frequencies differently than others. It is quite possible for an OFDM channel (4./.4.1 OFDM) to
encounter selective fading of only some of its subchannel frequencies.

Generally, multipath interference is a problem that engineers go to great lengths to overcome. However, as
we shall see in 4.2.3  Multiple Spatial Streams, multipath interference can sometimes be put to positive
use by allowing almost-adjacent antennas to transmit and receive independent signals, thus increasing the
effective throughput.

For an alternative example of multipath interference in which the signal strength has no ripples, see exercise
6.0.

4.1.7 Power

If you are cutting the network cable and replacing it with wireless, there is a good chance you will also
want to cut the power cable as well and replace it with batteries. This tends to make power consumption a
very important issue. The Wi-Fi standard has provisions for minimizing power usage by allowing a device
to “doze” most of the time, waking periodically to check if any packets are ready to be sent to it (see
4.2.4.1 Joining a Network). The 6LoWPAN project (IPv6 Low-power Wireless Personal Area Network) is
intended to support very low-power devices; see RFC 4919 and RFC 6282.

4.1.8 Tangle

Wireless is also used simply to replace cords and their attendant tangle, and, of course, the problem of
incompatible connectors. The low-power Bluetooth wireless standard is commonly used as a cable alterna-
tive for things like computer mice and telephone headsets. Bluetooth is also a low-power network; for many
applications the working range is about 10 meters. ZigBee is another low-power small-scale network.

4.2 Wi-Fi

Wi-Fi is a trademark of the Wi-Fi Alliance denoting any of several IEEE wireless-networking protocols
in the 802.11 family, specifically 802.11a, 802.11b, 802.11g, 802.11n, 802.11ac and 802.11ax. (Strictly
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speaking, these are all amendments to the original 802.11 standard, but they are also de facto standards
in their own right.) Like classic Ethernet, Wi-Fi must deal with collisions; unlike Ethernet, however, Wi-
Fi is unable to detect collisions in progress, complicating the backoff and retransmission algorithms. See
4.1.2 Collisions above.

Unlike any wired LAN protocol we have considered so far, in addition to normal data packets Wi-Fi also uses
control and management packets that exist entirely within the Wi-Fi LAN layer; these are not initiated by or
delivered to higher network layers. Control packets are used to compensate for some of the infelicities of the
radio environment, such as the lack of collision detection. Putting radio-essential control and management
protocols within the Wi-Fi layer means that the IP layer can continue to interact with the Wi-Fi LAN exactly
as it did with Ethernet; no changes are required.

Wi-Fi is designed to interoperate freely with Ethernet at the logical LAN layer. Wi-Fi MAC (physical)
addresses have the same 48-bit size as Ethernet’s and the same internal structure (2./.3 Ethernet Address
Internal Structure). They also share the same namespace: one is never supposed to see an Ethernet and
a Wi-Fi interface with the same address. As a result, data packets can be forwarded by switches between
Ethernet and Wi-Fi; in many respects a Wi-Fi LAN attached to an Ethernet LAN looks like an extension of
the Ethernet LAN. See 4.2.4 Access Points.

Microwave Ovens and Wi-Fi

The impact of a running microwave oven on Wi-Fi signals is quite evident if the oven is between the
sender and receiver. For other configurations the effect may vary. Most ovens transmit only during one
half of the A/C cycle, that is, they are on 1/60 sec and then off 1/60 sec; this may allow intervening
transmission time. See also here.

Traditionally, Wi-Fi used the 2.4 GHz ISM (Industrial, Scientific and Medical) band used also by microwave
ovens, though 802.11a used a 5 GHz band, 802.11n supports that as an option and the new 802.11ac has
returned to using 5 GHz exclusively. The 5 GHz band has reduced ability to penetrate walls, often resulting
in a lower effective range (though in offices and multi-unit housing this can be an advantage). The 5 GHz
band provides many more usable channels than the 2.4 GHz band, resulting in much less interference in
“crowded” environments.

Wi-Fi radio spectrum is usually unlicensed, meaning that no special permission is needed to transmit but
also that others may be trying to use the same frequency band simultaneously. The availability of unlicensed
channels in the 5 GHz band continues to improve.

The table below summarizes the different Wi-Fi versions. All data bit rates assume a single spatial stream;
channel widths are nominal. The names in the far-right column have been introduced by the Wi-Fi Alliance
as a more convenient designation for the newer versions.

IEEE name | maximum bit rate | frequency | channel width | new name
802.11a 54 Mbps 5 GHz 20 MHz

802.11b 11 Mbps 2.4 GHz 20 MHz

802.11¢g 54 Mbps 2.4 GHz 20 MHz

802.11n 65-150 Mbps 2.4/5GHz | 20-40 MHz Wi-Fi 4
802.11ac 78-867 Mbps 5 GHz 20-160 MHz Wi-Fi 5
802.11ax Up to 1200 Mbps | 2.4/5+ GHz | 20-160 MHz Wi-Fi 6
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The maximum bit rate is seldom achieved in practice. The effective bit rate must take into account, at a
minimum, the time spent in the collision-handling mechanism. More significantly, all the Wi-Fi variants
above use dynamic rate scaling, below; the bit rate is reduced up to tenfold (or more) in environments with
higher error rates, which can be due to distance, obstructions, competing transmissions or radio noise. All
this means that, as a practical matter, getting 150 Mbps out of 802.11n requires optimum circumstances; in
particular, no competing senders and unimpeded line-of-sight transmission. 802.11n lower-end performance
can be as little as 10 Mbps, though 40-100 Mbps (for a 40 MHz channel) may be more typical.

The 2.4 GHz ISM band is divided by international agreement into up to 14 officially designated (and mostly
adjacent) channels, each about 5 MHz wide, though in the United States use may be limited to the first 11
channels. The 5 GHz band is similarly divided into 5 MHz channels. One Wi-Fi sender, however, needs
several of these official channels; the typical 2.4 GHz 802.11g transmitter uses an actual frequency range of
up to 22 MHz, or up to five official channels. As a result, to avoid signal overlap Wi-Fi use in the 2.4 GHz
band is often restricted to official channels 1, 6 and 11. The end result is that there are generally only three
available Wi-Fi bands in the 2.4 GHz range, and so Wi-Fi transmitters can and do interact with and interfere
with each other.

There are almost 200 5 MHz channels in the 5 GHz band. The United States requires users of the this
band to avoid interfering with weather and military applications in the same frequency range; this may
involve careful control of transmission power (under the IEEE 802.11h amendment) and so-called “dynamic
frequency selection” to choose channels with little interference, and to switch to such channels if interference
is detected later. Even so, there are many more channels than at 2.4 GHz; the larger number of channels
is one of the reasons (arguably the primary reason) that 802.11ac can run faster (below). The number
of channels available for Wi-Fi use has been increasing, often as conflicts with existing 5 GHz weather
systems are resolved.

802.11ax has preliminary support for additional frequency bands in the 6-7 GHz range, though these are
still awaiting (in the US) final FCC approval.

Wi-Fi designers can improve throughput through a variety of techniques, including
1. improved radio modulation techniques
2. improved error-correcting codes
3. smaller guard intervals between symbols
4. increasing the channel width
5. allowing multiple spatial streams via multiple antennas

The first two in this list seem now to be largely tapped out; OFDM modulation (4./.4.1 OFDM) is close
enough to the Shannon-Hartley limit that there is limited room for improvement, though 802.11ax saw fit to
move to ODFMA. The third reduces the range (because there is less protection from multipath interference)
but may increase the data rate by ~10%; 802.11ax introduced support for dynamic changing of guard-interval
and symbol size. The largest speed increases are obtained the last two items in the list.

The channel width is increased by adding additional 5 MHz channels. For example, the 65 Mbps bit rate
above for 802.11n is for a nominal frequency range of 20 MHz, comparable to that of 802.11g. However,
in areas with minimal competition from other signals, 802.11n supports using a 40 MHz frequency band;
the bit rate then goes up to 135 Mbps (or 150 Mbps if a smaller guard interval is used). This amounts to
using two of the three available 2.4 GHz Wi-Fi bands. Similarly, the wide range in 802.11ac bit rates reflects
support for using channel widths ranging from 20 MHz up to 160 MHz (32 5-MHz official channels).
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Using multiple spatial streams is the newest data-rate-improvement technique; see 4.2.3  Multiple Spatial
Streams.

For all the categories in the table above, additional bits are used for error-correcting codes. For 802.11g
operating at 54 Mbps, for example, the actual raw bit rate is (4/3) x 54 =72 Mbps, sent in symbols consisting
of six bits as a unit.

4.2.1 Wi-Fi and Collisions

We looked extensively at the 10 Mbps Ethernet collision-handling mechanisms in 2./ /0-Mbps Classic
Ethernet, only to conclude that with switches and full-duplex links, Ethernet collisions are rapidly becoming
a thing of the past. Wi-Fi, however, has brought collisions back from obscurity. An Ethernet sender will
discover a collision, if one occurs, during the first slot time, by monitoring for faint interference with its own
transmission. However, as mentioned in 4./.2 Collisions, Wi-Fi transmitting stations simply cannot detect
collisions in progress. If another station transmits at the same time, a Wi-Fi sender will see nothing amiss
although its signal will not be received. While there is a largely-collision-free mode for Wi-Fi operation
(4.2.7 Wi-Fi Polling Mode), it is not commonly used, and collision management has a significant impact
on ordinary Wi-Fi performance.

4.2.1.1 Link-Layer ACKs

The first problem with Wi-Fi collisions is even detecting them. Because of the inability to detect collisions
directly, the Wi-Fi protocol adds link-layer ACK packets, at least for unicast transmission. These ACKs
are our first example of Wi-Fi control packets and are unrelated to the higher-layer TCP ACKs.

The reliable delivery of these link-layer ACKs depends on careful timing. There are three time intervals
applicable (numeric values here are for 802.11b/g in the 2.4 GHz band). The value we here call IFS is more
formally known as DIFS (D for “distributed”; see 4.2.7 Wi-Fi Polling Mode).

* slot time: 20 psec
* IFS, the “normal” InterFrame Spacing: 50 usec
» SIFS, the short IFS: 10 usec

For comparison, note that the RTT between two Wi-Fi stations 100 meters apart is less than 1 psec. At 11
Mbps, one IFS time is enough to send about 70 bytes; at 54 Mbps it is enough to send almost 340 bytes.

Once a station has received a data packet addressed to it, it waits for time SIFS and sends its ACK. At this
point in time the receiver will be the only station authorized to send, because, as we will see in the next
section, all other stations (including those on someone else’s overlapping Wi-Fi) will be required to wait
the longer IFS period following the end of the previous data transmission. These other stations will see the
ACK before the IFS time has elapsed and will thus not interfere with it (though see exercise 1.0).

If a packet is involved in a collision, the receiver will send no ACK, so the sender will know something
went awry. Unfortunately, the sender will not be able to tell whether the problem was due to a collision,
or electromagnetic interference, or signal blockage, or excessive distance, or the receiver’s being powered
off. But as a collision is usually the most likely cause, and as assuming the lost packet was involved in a
collision results in, at worst, a slight additional delay in retransmission, a collision will always be assumed.
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Link-Layer ACKs contain no information — such as a sequence number — that identifies the packet being
acknowledged. These ACKs simply acknowledge the most recent transmission, the one that ended one SIFS
earlier. In the Wi-Fi context, this is unambiguous. It may be compared, however, to 8./ Building Reliable
Transport: Stop-and-Wait, where at least one bit of packet sequence numbering is required.

4.2.1.2 Collision Avoidance and Backoff

The Ethernet collision-management algorithm was known as CSMA/CD, where CD stood for Collision
Detection. The corresponding Wi-Fi mechanism is CSMA/CA, where CA stands for Collision Avoidance.
A collision is presumed to have occurred if the link-layer ACK is not received. As with Ethernet, there is an
exponential-backoff mechanism as well, though it is scaled somewhat differently.

Any sender wanting to send a new data packet waits the IFS time after first sensing the medium to see if
it is idle. If no other traffic is seen in this interval, the station may then transmit immediately. However,
if other traffic is sensed, the sender must do an exponential backoff even for its first transmission attempt;
other stations, after all, are likely also waiting, and avoiding an initial collision is strongly preferred.

The initial backoff is to choose a random k<2> = 32 (recall that classic Ethernet in effect chooses an initial
backoff of k<2 = I; ie k=0). The prospective sender then waits k slot times. While waiting, the sender
continues to monitor for other traffic; if any other transmission is detected, then the sender “suspends” the
backoff-wait clock. The clock resumes when the other transmission has completed and one followup idle
interval of length IFS has elapsed.

Note that, under these rules, data-packet senders always wait for at least one idle interval of length IFS
before sending, thus ensuring that they never collide with an ACK sent after an idle interval of only SIFS.

On an Ethernet, if two stations are waiting for a third to finish before they transmit, they will both transmit
as soon as the third is finished and so there will always be an initial collision. With Wi-Fi, because of the
larger initial k<32 backoff range, such initial collisions are unlikely.

If a Wi-Fi sender believes there has been a collision, it retries its transmission, after doubling the backoff
range to 64, then 128, 256, 512, 1024 and again 1024. If these seven attempts all fail, the packet is discarded
and the sender starts over.

In one slot time, radio signals move 6,000 meters; the Wi-Fi slot time — unlike that for Ethernet — has nothing
to do with the physical diameter of the network. As with Ethernet, though, the Wi-Fi slot time represents
the fundamental unit for backoff intervals.

Finally, we note that, unlike Ethernet collisions, Wi-Fi collisions are a local phenomenon: if A and B
transmit simultaneously, a collision occurs at node C only if the signals of A and B are both strong enough
at C to interfere with one another. It is possible that a collision occurs at station C midway between A and
B, but not at station D that is close to A. We return to this below in 4.2./.4 Hidden-Node Problem.

4.2.1.3 Wi-Fi RTS/CTS

Wi-Fi stations optionally also use a request-to-send/clear-to-send (RTS/CTS) protocol, again negotiated
with designated control packets. Usually this is used only for larger data packets; often, the RTS/CTS
“threshold” (the size of the largest packet not sent using RTS/CTS) is set (as part of the Access Point
configuration, 4.2.4 Access Points) to be the maximum packet size, effectively disabling this feature. The
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idea behind RTS/CTS is that a large packet that is involved in a collision represents a significant waste of
potential throughput; for large packets, we should ask first.

The RTS control packet — which is small — is sent through the normal procedure outlined above; this packet
includes the identity of the destination and the size of the data packet the station desires to transmit. The
destination station then replies with CTS after the SIFS wait period, effectively preventing any other trans-
mission after the RTS. The CTS packet also contains the data-packet size. The original sender then waits
for SIFS after receiving the CTS, and sends the packet. If all other stations can hear both the RTS and
CTS messages, then once the RTS and CTS are sent successfully no collisions should occur during packet
transmission, again because the only idle times are of length SIFS and other stations should be waiting for
time IFS.

4.2.1.4 Hidden-Node Problem

Consider the diagram below. Each station has a 100-meter range. Stations A and B are 150 meters apart and
so cannot hear one another at all; each is 75 meters from C. If A is transmitting and B senses the medium in
preparation for its own transmission, as part of collision avoidance, then B will conclude that the medium is
idle and will go ahead and send.

However, C is within range of both A and B. If A and B transmit simultaneously, then from C’s perspective
a collision occurs. C receives nothing usable. We will call this a hidden-node collision as the senders A
and B are hidden from one another; the general scenario is known as the hidden-node problem.

Note that node D receives only A’s signal, and so no collision occurs at D.

The hidden-node problem can also occur if A and B cannot receive one another’s transmissions due to a
physical obstruction such as a radio-impermeable wall:
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One of the rationales for the RTS/CTS protocol is the prevention of hidden-node collisions. Imagine that,
instead of transmitting its data packet, A sends an RTS packet, and C responds with CTS. B has not heard
the RTS packet from A, but does hear the CTS from C. A will begin transmitting after a SIFS interval, but B
will not hear A’s transmission. However, B will still wait, because the CTS packet contained the data-packet
size and thus, implicitly, the length of time all other stations should remain idle. Because RTS packets are
quite short, they are much less likely to be involved in collisions themselves than data packets.

4.2.1.5 Wi-Fi Fragmentation

Conceptually related to RTS/CTS is Wi-Fi fragmentation. If error rates or collision rates are high, a sender
can send a large packet as multiple fragments, each receiving its own link-layer ACK. As we shall see in
7.3.1  Error Rates and Packet Size, if bit-error rates are high then sending several smaller packets often
leads to fewer total transmitted bytes than sending the same data as one large packet.

Wi-Fi packet fragments are reassembled by the receiving node, which may or may not be the final destina-
tion.

As with the RTS/CTS threshold, the fragmentation threshold is often set to the size of the maximum packet.
Adjusting the values of these thresholds is seldom necessary, though might be appropriate if monitoring
revealed high collision or error rates. Unfortunately, it is essentially impossible for an individual station
to distinguish between reception errors caused by collisions and reception errors caused by other forms of
noise, and so it is hard to use reception statistics to distinguish between a need for RT'S/CTS and a need for
fragmentation.

4.2.2 Dynamic Rate Scaling

Wi-Fi senders, if they detect transmission problems, are able to reduce their transmission bit rate in a process
known as rate scaling or rate control. The idea is that lower bit rates will have fewer noise-related errors,
and so as the error rate becomes unacceptably high — perhaps due to increased distance — the sender should
fall back to a lower bit rate. For 802.11g, the standard rates are 54, 48, 36, 24, 18, 12, 9 and 6 Mbps. Senders
attempt to find the transmission rate that maximizes throughput; for example, 36 Mbps with a packet loss
rate of 25% has an effective throughput of 36 x 75% = 27 Mbps, and so is better than 24 Mbps with no
losses.

Senders may update their bit rate on a per-packet basis; senders may also choose different bit rates for
different recipients. For example, if a sender sends a packet and receives no confirming link-layer ACK, the
sender may fall back to the next lower bit rate. The actual bit-rate-selection algorithm lives in the particular
Wi-Fi driver in use; different nodes in a network may use different algorithms.
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The earliest rate-scaling algorithm was Automatic Rate Fallback, or ARF, [KM97]. The rate decreases after
two consecutive transmission failures (that is, the link-layer ACK is not received), and increases after ten
transmission Successes.

A significant problem for rate scaling is that a packet loss may be due either to low-level random noise
(white noise, or thermal noise) or to a collision (which is also a form of noise, but less random); only in the
first case is a lower transmission rate likely to be helpful. If a larger number of collisions is experienced, the
longer packet-transmission times caused by the lower bit rate may increase the frequency of hidden-node
collisions. In fact, a higher transmission rate (leading to shorter transmission times) may help; enabling the
RTS/CTS protocol may also help.

Signal Strength

Most Wi-Fi drivers report the received signal strength. Newer drivers use the IEEE Received Channel
Power Indicator convention; the RCPI is an 8-bit integer proportional to the absolute power received by
the antenna as measured in decibel-milliwatts (dBm). Wi-Fi values range from -10 dBm to -90 dBm and
below. For comparison, the light from the star Polaris delivers about -97 dBm to one eye on a good night;
Venus typically delivers about -73 dBm. A GPS satellite might deliver -127 dBm to your phone. (Inspired
by Wikipedia on DBm.)

A variety of newer rate-scaling algorithms have been proposed; see [/B05] for a summary. One, Receiver-
Based Auto Rate (RBAR, [HVBO01]), attempts to incorporate the signal-to-noise ratio into the calculation of
the transmission rate. This avoids the confusion introduced by collisions. Unfortunately, while the signal-
to-noise ratio has a strong theoretical correlation with the transmission bit-error rate, most Wi-Fi radios
will report to the host system the received signal strength. This is not the same as the signal-to-noise ratio,
which is harder to measure. As a result, the RBAR approach has not been quite as effective in practice as
might be hoped.

With the Collision-Aware Rate Adaptation algorithm (CARA, [KKCQO06]), a transmitting station attempts
(among other things) to infer that its packet was lost to a collision rather than noise if, after one SIFS interval
following the end of its packet transmission, no link-layer ACK has been received and the channel is still
busy. This will detect collisions only when the colliding packet is longer than the station’s own packet, and
only when the hidden-node problem isn’t an issue.

Because the actual data in a Wi-Fi packet may be sent at a rate not every participant is close enough to
receive correctly, every Wi-Fi transmission begins with a brief preamble at the minimum bit rate. Link-layer
ACKS, too, are sent at the minimum bit rate.

4.2.3 Multiple Spatial Streams

The latest innovation in improving Wi-Fi (and other wireless) data rates is to support multiple simultaneous
data streams, through an antenna technique known as multiple-input-multiple-output, or MIMO. To use N
streams, both sender and receiver must have N antennas; all the antennas use the same frequency channels
but each transmitter antenna sends a different data stream. At first glance, any significant improvement in
throughput might seem impossible, as the antenna elements in the respective sending and receiving groups
are each within about half a wavelength of each other; indeed, in clear space MIMO is not possible.

The reason MIMO works in most everyday settings is that it puts multipath interference to positive use.

100 4 Wireless LANs


http://en.wikipedia.org/wiki/DBm

An Introduction to Computer Networks, Release 2.0.2

Consider again at the right-hand side of the final image of 4./.6 Multipath, in which the signal strength
varies according to the blue ripples; the peaks and valleys have a period of about half a wavelength. We will
assume initially that the signal strength is low enough that reception in the darkest blue areas is no longer
viable; a single antenna with the misfortune to be in one of these “dead zones” may receive nothing.

We will start with two simpler cases: SIMO (single-input-multiple-output) and MISO (multiple-input-
single-output). In SIMO, the receiver has multiple antennas; in MISO, the transmitter. Assume for the
moment that the multiple-antenna side has two antennas. In the simplest implementation of SIMO, the re-
ceiver picks the stronger of the two received signals and uses that alone; as long as at least one antenna is
not in a “dead zone”, reception is successful. With two antennas under half a wavelength apart, the odds are
that at least one of them will be located outside a dead zone, and will receive an adequate signal.

Similarly, in simple MISO, the transmitter picks whichever of its antennas that gets a stronger signal to the
receiver. The receiver is unlikely to be in a dead zone for both transmitter antennas. Note that for MISO the
sender must get some feedback from the receiver to know which antenna to use.

We can do quite a bit better if signal-processing techniques are utilized so the two sender or two receiver
antennas can be used simultaneously (though this complicates the mathematics considerably). Such signal-
processing is standard in 802.11n and above; the Wi-Fi header, to assist this process, includes added man-
agement packets and fields for reporting MIMO-related information. One station may, for example, send
the other a sequence of training symbols for discerning the response of the antenna system.

MISO with these added techniques is sometimes called beamforming: the sender coordinates its multiple
antennas to maximize the signal reaching one particular receiver.

In our simplistic description of SIMO and MIMO above, in which only one of the multiple-antenna-side
antennas is actually used, we have suggested that the idea is to improve marginal reception. At least one
antenna on the multiple-antenna side can successfully communicate with the single antenna on the other
side. MIMO, on the other hand, can be thought of as applying when transmission conditions are quite good
all around, and every antenna on one side can reach every antenna on the other side. The key point is that, in
an environment with a significant degree of multipath interference, the antenna-to-antenna paths may all be
independent, or uncorrelated. At least one receiving antenna must be, from the perspective of at least one
transmitting antenna, in a multipath-interference “gray zone” of reduced signal strength.

N ——

MIMO antennas

As a specific example, consider the diagram above, with two sending antennas A and A; at the left and two
receiving antennas B; and B, at the right. Antenna A transmits signal S; and A, transmits S,. There are
thus four physical signal paths: A;-to-B;, A;j-to-By, As-to-B; and A,-to-B,. If we assume that the signal
along the A;-to-B> path (dashed and blue) arrives with half the strength of the other three paths (solid and
black), then we have

signal received by B;: S; + S»
signal received by Bo: S{/2 + S,

From these, B can readily solve for the two independent signals S| and S;. These signals are said to form two
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spatial streams, though the spatial streams are abstract and do not correspond to any of the four physical
signal paths.

The antennas are each more-or-less omnidirectional; the signal-strength variations come from multipath
interference and not from physical aiming. Similarly, while the diagonal paths A;-to-B; and A,-to-B; are
slightly longer than the horizontal paths A;-to-B; and A;-to-B,, the difference is not nearly enough to allow
B to solve for the two signals.

In practice, overall data-rate improvement over a single antenna can be considerably less than a factor of 2
(or than N, the number of antennas at each end).

The 802.11n standard allows for up to four spatial streams, for a theoretical maximum bit rate of 600 Mbps.
802.11ac allows for up to eight spatial streams, for an even-more-theoretical maximum of close to 7 Gbps.
MIMO support is sometimes described with an A x B x C notation, eg 3 x3x2, where A and B are the number
of transmitting and receiving antennas and C < min(A,B) is the number of spatial streams.

4.2.4 Access Points

There are two standard Wi-Fi configurations: infrastructure and ad hoc. The former involves connection to
a designated access point; the latter includes individual Wi-Fi-equipped nodes communicating informally.
For example, two laptops can set up an ad hoc connection to transfer data at a meeting. Ad hoc connections
are often used for very simple networks not providing Internet connectivity. Complex ad hoc networks are,
however, certainly possible; see 4.2.8 MANETSs.

The infrastructure configuration is much more common. Stations in an infrastructure network communi-
cate directly only with their access point, which, in turn, communicates with the outside world. If Wi-Fi
nodes B and C share access point AP, and B wishes to send a packet to C, then B first forwards the packet to
AP and AP then forwards it to C. While this introduces a degree of inefficiency, it does mean that the access
point and its associated nodes automatically act as a true LAN: every node can reach every other node. (It
is also often the case that most traffic is between Wi-Fi nodes and the outside world.) In an ad hoc network,
by comparison, it is common for two nodes to be able to reach each other only by forwarding through an
intermediate third node; this is in fact a form of the hidden-node scenario.

Wi-Fi access points are generally identified by their SSID (“Service Set IDentifier”), an administratively
defined human-readable string such as “linksys” or “loyola”. Ad hoc networks also have SSIDs; these are
generated pseudorandomly at startup and look like (but are not) 48-bit MAC addresses.

Portable Access Points

Being a Wi-Fi access point is a very specific job; Wi-Fi-enabled “station” devices like phones and work-
stations do not generally act as access points. However, it is often possible to for a station device to
become an access point if the access-point mode is supported by the underlying radio hardware, and if
suitable drivers can be found. The Linux hostapd package is one option. The FCC may or may not
bestow its blessing.

Many access points can support multiple SSIDs simultaneously. For example, an access point might support
SSID “guest” with limited authentication (below), and also SSID “secure” with much stronger authentica-
tion.
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Finally, Wi-Fi is by design completely interoperable with Ethernet; if station A is associated with access
point AP, and AP also connects via (cabled) Ethernet to station B, then if A wants to send a packet to B it
sends it using AP as the Wi-Fi destination but with B also included in the header as the “actual” destination.
Once it receives the packet by wireless, AP acts as an Ethernet switch and forwards the packet to B. While
this forwarding is transparent to senders, the Ethernet and Wi-Fi LAN header formats are quite different.

dest addr | src addr [type data CRC
Ethernet

Cf{,?{{:f;‘l ﬂ;‘{f‘ reg((jeglrer traarézr;m dest addr| ool STC addr data CRC
Wi-Fi Data

The above diagram illustrates an Ethernet header and the Wi-Fi header for a typical data packet (not using
Wi-Fi quality-of-service features). The Ethernet type field usually moves to an IEEE Logical Link Control
header in the Wi-Fi region labeled “data”. The receiver and transmitter addresses are the MAC addresses
of the nodes receiving and transmitting the (unicast) packet; these may each be different from the ultimate
destination and source addresses. If station B wants to send a packet to station C in the same network,
the source and destination are B and C but the transmitter and receiver are B and the access point. In
infrastructure mode either the receiver or transmitter address is always the access point; in typical situations
either the receiver is the destination or the sender is the transmitter. In ad hoc mode, if LAN-layer routing is
used then all four addresses may be distinct; see 4.2.8.1 Routing in MANET.

4.2.4.1 Joining a Network

To join the network, an individual station must first discover its access point, and must associate and then
authenticate to that access point before general communication can begin. (Older forms of authentication
— so-called “open” authentication and the now-deprecated WEP authentication — came before association,
but newer authentication protocols such as WPA2, WPA2-Personal and WPA2-Enterprise (4.2.5 Wi-Fi
Security) come after.) We can summarize the stages in the process as follows:

* scanning (or active probing)

* open-authentication and association

* true authentication

* DHCP (getting an IP address, /0.3 Dynamic Host Configuration Protocol (DHCP))

The association and authentication processes are carried out by an exchange of special management pack-
ets, which are confined to the Wi-Fi LAN layer. Occasionally stations may re-associate to their Access
Point, eg if they wish to communicate some status update.

Access points periodically broadcast their SSID in special beacon packets (though for pseudo-security rea-
sons the SSID in the beacon packets can be suppressed). Beacon packets are one of several Wi-Fi-layer-only
management packets; the default beacon-broadcast interval is 100 ms. These broadcasts allow stations to
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see a list of available networks; the beacon packets also contain other Wi-Fi network parameters such as
radio-modulation parameters and available data rates.

Another use of beacons is to support the power-management doze mode. Some stations may elect to enter
this power-conservation mode, in which case they inform the access point, record the announced beacon-
transmission time interval and then wake up briefly to receive each beacon. Beacons, in turn, each contain a
list (in a compact bitmap form) of each dozing station for which the access point has a packet to deliver.

Ad hoc networks have beacon packets as well; all nodes participate in the regular transmission of these via
a distributed algorithm.

A connecting station may either wait for the next scheduled beacon, or send a special probe-request packet
to elicit a beacon-like probe-response packet. These operations may involve listening to or transmitting on
multiple radio channels, sequentially, as the station does not yet know the correct channel to use. Uncon-
nected stations often send probe-request packets at regular intervals, to keep abreast of available networks;
it is these probe packets that allow tracking by the station’s MAC address. See 4.2.4.2 MAC Address
Randomization.

Once the beacon is received, the station initiates an association process. There is still a vestigial open-
authentication process that comes before association, but once upon a time this could also be “shared WEP
key” authentication (below). Later, support for a wide range of authentication protocols was introduced, via
the 802.1X framework; we return to this in 4.2.5 Wi-Fi Security. For our purposes here, we will include
open authentication as part of the association process.

Wi-Fi Drivers

Even in 2015, 100%-open-source Wi-Fi drivers are available only for selected hardware, and even then
not all operations may be supported. Something as simple in principle as changing one’s source Wi-
Fi MAC address is sometimes not possible, though see 4.2.4.2 MAC Address Randomization. Using
multiple MAC addresses for a host plus embedded virtual machines is another problematic case.

In open authentication the station sends an authentication request to the access point and the access point
replies. About all the station needs to know is the SSID of the access point, though it is usually possible
to configure the access point to restrict admission to stations with MAC (physical) addresses on a pre-
determined list. Stations sometimes evade MAC-address checking by changing their MAC address to an
acceptable one, though some Wi-Fi drivers do not support this.

Because the SSID plays something of the role of a password here, some Wi-Fi access points are configured
so that beacon packets does not contain the SSID; such access points are said to be hidden. Unfortunately,
access points hidden this way are easily unmasked: first, the SSID is sent in the clear by any other stations
that need to authenticate, and second, an attacker can often transmit forged deauthentication or disassoci-
ation requests to force legitimate stations to retransmit the SSID. (See “management frame protection” in
4.2.5 Wi-Fi Security for a fix to this last problem.)

The shared-WEP-key authentication was based on the (obsolete) WEP encryption mechanism (4.2.5 Wi-Fi
Security). It involved a challenge-response exchange by which the station proved to the access point that it
knew the shared WEP key. Actual WEP encryption would then start slightly later.

Once the open-authentication step is done, the next step in an infrastructure network is for the station to
associate to the access point. This involves an association request from station to access point, and an

104 4 Wireless LANs



An Introduction to Computer Networks, Release 2.0.2

association response in return. The primary goal of the association exchange is to ensure that the access
point knows (by MAC address) what stations it can reach. This tells the access point how to deliver packets
to the associating station that come from other stations or the outside world. Association is not necessary in
an ad hoc network.

The entire connection process (including secure authentication, below, and DHCP, /0.3  Dynamic Host
Configuration Protocol (DHCP)), often takes rather longer than expected, sometimes several seconds. See
[PWZMTQ17] for a discussion of some of the causes. Some station and access-point pairs appear not to
work as well together as other pairs.

4.2.4.2 MAC Address Randomization

Most Wi-Fi-enabled devices are configured to transmit Wi-Fi probe requests at regular intervals (and on all
available channels), at least when not connected. These probe requests identify available Wi-Fi networks,
but they also reveal the device’s MAC address. This allows sites such as stores to track customers by their
device. To prevent such tracking, some devices now support MAC address randomization, proposed in
[GGO3]: the use at appropriate intervals of a new MAC address randomly selected by the device.

Probe requests are generally sent when the device is not joined to a network. To prevent tracking via probe
requests, the simplest approach is to change the MAC address used for probes at regular, frequent intervals.
A device might even change its MAC address on every probe.

Changing the MAC address used for actually joining a network is also important to prevent tracking, but
introduces some complications. RFC 7844 suggests these options for selecting new random addresses:

* Atregular time intervals
¢ Per connection: each time the device connects to a Wi-Fi network, it will select a new MAC address

* Per network: like the above, except that if the device reconnects to the same network (identified by
SSID), it will use the same MAC address

The first option, changing the joined MAC address at regular time intervals, breaks things. First, it will likely
result in assignment of a new IP address to the device, terminating all existing connections. Second, many
sites still authenticate — at least in part — based on the MAC address. The per-connection option prevents the
first problem. The per-network option prevents both, but allows a site at which the device actually joins the
network to track repeat connections. (Configuring the device to “forget” the connection between successive
joins will usually prevent this, but may not be convenient.)

Another approach to the tracking problem is to disable probe requests entirely, except on explicit demand.

Wi-Fi MAC address randomization is, unfortunately, not a complete barrier to device tracking; there are
other channels through which devices may leak information. For example, probe requests also contain
device-capability data known as Information Elements; these values are often distinctive enough that they
allow at least partial fingerprinting. Additionally, it is possible to track many Wi-Fi devices based on minute
variations in the modulated signals they transmit. MAC address randomization does nothing to prevent such
“radiometric identification”. Access points can also impersonate other popular access points, and thus trick
devices into initiating a connection with their real MAC addresses. See [BBGOOS] and [VMCCP16] for
these and other examples.

Finally, MAC address randomization may have applications for Ethernet as well as Wi-Fi. For example,
in the original IPv6 specification, IPv6 addresses embedded the MAC address, and thus introduced the
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possibility of tracking a device by its IPv6 address. MAC address randomization can prevent this form
of tracking as well. However, other techniques implementable solely in the IPv6 layer appear to be more
popular; see /1.2.1 Interface identifiers.

4.2.4.3 Roaming

Large installations with multiple access points can create “roaming’ access by assigning all the access points
the same SSID. An individual station will stay with the access point with which it originally associated until
the signal strength falls below a certain level (as determined by the station), at which point it will seek out
other access points with the same SSID and with a stronger signal. In this way, a large area can be carpeted
with multiple Wi-Fi access points, so as to look like one large Wi-Fi domain. The access points are often
connected via a wired LAN, known as the distribution system, though the use of Wi-Fi itself to provide
interconnection between access points is also an option (4.2.4.4 Mesh Networks). At any one time, a station
may be associated to only one access point. In 802.11 terminology, a multiple-access-point configuration
with a single SSID is known as an “extended service set” or ESS.

In order for such a large-area network to work, traffic fo a wireless station, eg B, must find that station’s
current access point, eg AP. To help the distribution system track B’s current location, B is required, at
the time it moves from APg4 to AP, to send to AP a reassociation request, containing APq’s address.
This sets in motion a number of things; one of them is that AP contacts AP.q4 to verify (and terminate) the
former association. This reassociation process also gives AP an opportunity — not spelled out in detail in the
standard — to notify the distribution system of B’s new location.

If the distribution system is a switched Ethernet supporting the usual learning mechanism (2.4 Ethernet
Switches), one simple approach to roaming stations is to handle this the same way as, in a wired Ethernet,
traffic finds a laptop that has been unplugged, carried to a new location, and plugged in again. Suppose
our wireless node B has been exchanging packets via the distribution system with wired node C (perhaps a
router connecting B to the Internet). When B moves from AP,jq to AP, all it has to do is send any packet
over the LAN to C, and the Ethernet switches on the path from B to C will then learn the route through the
switched Ethernet from C back to B’s new AP, and thus to B. It is also possible for B’s new AP to send this
switch-updating packet, perhaps as part of its reassociation response.

This process may leave other switches in the distribution system still holding in their forwarding tables the
old location for B. This is not terribly serious, as it will be fixed for any one switch as soon as B sends a
packet to a destination reached by that switch. The problem can be avoided entirely if, after moving, B (or,
again, its new AP) sends out an Ethernet broadcast packet.

Running Ethernet cable to remote access points can easily dwarf the cost of the access point itself. As a
result, there is considerable pressure to find ways to allow the Wi-Fi network itself to form the distribution
system. We return to this below, in 4.2.4.4 Mesh Networks.

The IEEE 802.11r amendment introduced the standardization of fast handoffs from one access point to an-
other within the same ESS. It allows the station and new access point to reuse the same pairwise master keys
(below) that had been negotiated between the station and the old access point. It also slightly streamlines the
reassociation process. Transitions must, however, still be initiated by the station. The amendment is limited
to handoffs; it does not address finding the access point to which a particular station is associated, or routing
between access points.

Because handoffs must be initiated by the station, sometimes all does not quite work out smoothly. Within
an ESS, most newer devices (2018) are quite good at initiating handoffs. However, this is not always the
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case for older devices, and is usually still not the case for many mobile-station devices moving from one
ESS to another (that is, where there is a change in the SSID). Such devices may cling to their original access
point well past the distance at which the original signal ceases to provide reasonable throughput, as long
as it does not vanish entirely. Many Wi-Fi “repeaters” or “extenders” (below) sold for residential use do
require a second SSID, and so will often do a poor job at supporting roaming.

Some access points support proprietary methods for dealing with older mobile stations that are reluctant to
transfer to a closer access point within the same ESS, though these techniques are now seldom necessary.
By communicating amongst themselves, the access points can detect when a station’s signal is weak enough
that a handoff would be appropriate. One approach involves having the original access point initiate a
dissociation. At that point the station will reconnect to the ESS but should now connect to an access point
within the ESS that has a stronger signal. Another approach involves having the access points all use the
same MAC address, so they are indistinguishable. Whichever access point receives the strongest signal from
the station is the one used to transmit fo the station.

4.2.4.4 Mesh Networks

Being able to move freely around a multiple-access-point Wi-Fi installation is very important for many
users. When such a Wi-Fi installation is created in a typical office building pre-wired for Ethernet, the
access points all plug into the Ethernet, which becomes the distribution network. However, in larger-scale
residential settings, and even many offices, running Ethernet cable may be prohibitively expensive. In such
cases it makes sense to have the access points interconnect via Wi-Fi itself. If Alice associates to access
point A and sends a packet destined for the outside world, then perhaps A will have to forward the packet to
Wi-Fi node B, which will in turn forward it to C, before delivery can be complete.

This is sometimes easier said than done, however, as the original Wi-Fi standards did not provide for the
use of Wi-Fi access points as “repeaters”; there was no standard mechanism for a Wi-Fi-based distribution
network.

One inexpensive approach is to use devices sometimes sold as Wi-Fi “extenders”. Such devices typically
set up a new SSID, and forward all traffic to the original SSID. Multi-hop configurations are possible, but
must usually be configured manually. Because the original access point and the extender have different
SSIDs, many devices will not automatically connect to whichever is closer, preferring to stick to the SSID
originally connected to until that signal essentially disappears completely. This is, for many mobile users,
reason enough to give up on this strategy.

The desire for a Wi-Fi-based distribution network has led to multiple proprietary solutions. It is possible to
purchase a set of Wi-Fi “mesh routers” (2018), often sold at a considerable premium over “standard” routers.
After they are set up, these generally work quite well: they present a single SSID, and support fast handoffs
from one access point to another, without user intervention. To the user, coverage appears seamless.

The downside of a proprietary mechanism, however, is that once you buy into one solution, equipment from
other vendors will seldom interoperate. This has led to pressure for standardization. The IEEE introduced
“mesh networking” in its 802.11s amendment, finalized as part of the 2012 edition of the full 802.11 stan-
dard; it was slow to catch on. The Wi-Fi Alliance introduced the Wi-Fi EasyMesh solution in 2018, based
on 802.11s, but, as of the initial rollout, no vendors were yet on board.

We will assume, for the time being, that Wi-Fi mesh networking is restricted to the creation of a distribution
network interconnecting the access points; ordinary stations do not participate in forwarding other users’
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packets through the mesh. Common implementations often take this approach, but in fact the 802.11s
amendment allows more general approaches.

In creating a mesh network with a Wi-Fi distribution system — proprietary or 802.11s — the participating
access points must address the following issues:

* They must authenticate to one another
* They must identify the correct access point to reach a given station B
* They must correctly handle station B’s movement to a different access point

* They must agree on how to route, through the mesh of access points, between the station and the
connection to the Internet

Eventually the routing issue becomes the same routing problem faced by MANETSs (4.2.8 MANETYs),
although restricted to the (simpler) case where all nodes are under common management. Routing is not
trivial; the path A—B—C might be shorter than the alternative path A—D—E—C, but support a lower data
rate.

The typical 802.11s solution is to have the multiple access points participate in a mesh BSS. This allows all
the access points to appear to be on a single LAN. In this setting, the mesh BSS is separate from the ESS
seen by the user stations, and is only used for inter-access-point communication.

One (or more) access points are typically connected to the Internet; these are referred to as root mesh
stations.

In the 802.11s setting, mesh discovery is achieved via initial configuration of a mesh SSID, together with
a WPA3 passphrase. Mutual authentication is then via WPA3, below; it is particularly important that each
pair of stations authenticate symmetrically to one another.

If station B associates to access point AP, then AP uses the mesh BSS to deliver packets sent by B to the
root mesh station (or to some other AP). For reverse traffic, B’s reassociation request sent to AP gives AP
an opportunity to interact with the mesh BSS to update B’s new location. The act of B’s sending a packet
via AP will also tell the mesh BSS how to find B.

Routing through the mesh BSS is handled via the HWMP protocol, /3.4.3 HWMP. This protocol typically
generates a tree of station-to-station links (that is, a subset of all links that contains no loops), based at
the root station. This process uses a routing metric that is tuned to the wireless environment, so that high-
throughput and low-error links are preferred.

If a packet is routed through the mesh BSS from station A to station B, then more addresses are needed
in the packet header. The ultimate source and destination are A and B, and the transmitter and receiver
correspond to the specific hop, but the packet also needs a source and destination within the mesh, perhaps
corresponding to the two access points to which A and B connect. 802.11s handles this by adding a mesh
control field consisting of some management fields (such as TTL and sequence number) and a variable-
length block of up to three additional addresses.

It is also possible for ordinary stations to join the 802.11s mesh BSS directly, rather than restricting the mesh
BSS to the access points. This means that the stations will participate in the mesh as routing nodes. It is
hard to predict, in 2018, how popular this will become.

The EasyMesh standard of the Wi-Fi Alliance is not exactly the same as the IEEE 802.11s standard. For one
thing, the EasyMesh standard specifies that one access point — the one connected to the Internet — will be a
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“Multi-AP” Controller; the other access points are called Agents. The EasyMesh standard also incorporates
parts of the IEEE 1905.1 standard for home networks, which simplifies initial configuration.

4.2.5 Wi-Fi Security

Unencrypted Wi-Fi traffic is visible to anyone nearby with an appropriate receiver; this eavesdropping zone
can be expanded by use of a larger antenna. Because of this, Wi-Fi security is important, and Wi-Fi supports
several types of traffic encryption.

The original — and now obsolete — Wi-Fi encryption standard was Wired-Equivalent Privacy, or WEP. It
involved a 5-byte key, later sometimes extended to 13 bytes. The encryption algorithm was based on RC4,
28.7.4.1 RC4. The key was a pre-shared key, manually configured into each station.

Because of the specific way WEP made use of the RC4 cipher, it contained a fatal (and now-classic) flaw.
Bytes of the key could be could be “broken” — that is, guessed — sequentially. Knowing bytes O through i1
would allow an attacker to guess byte i with a relatively small amount of data, and so on through the entire
key. See 28.7.7 Wi-Fi WEP Encryption Failure for details.

WEP was replaced with Wi-Fi Protected Access, or WPA. This used the so-called TKIP encryption algo-
rithm that, like WEP, was ultimately based on RC4, but which was immune to the sequential attack that made
WEP so vulnerable. WPA was later replaced by WPA2 as part of the IEEE 802.11i amendment, which uses
the presumptively stronger AES encryption (28.7.2 Block Ciphers); the variant used by WPA2 is known as
CCMP. WPA2 encryption is believed to be quite secure, although there was a vulnerability in the associated
Wi-Fi Protected Setup protocol. In the 802.11i standard, WPA2 is known as the robust security network
protocol. Access points supporting WPA or WPA?2 declare this in their beacon and probe-response packets;
these packets also include a list of acceptable ciphers.

WPA2 (and WPA) comes in two flavors: WPA2-Personal and WPA2-Enterprise. These use the same AES
encryption, but differ in how keys are managed. WPA2-Personal, appropriate for many smaller sites, uses
a pre-shared master key, known as the PSK. This key must be entered into the Access Point (ideally not
over the air) and into each connecting station. The key is usually a secure hash (28.6 Secure Hashes) of a
passphrase. The use of a single key for multiple stations makes changing the key, or revoking the key for a
particular user, difficult.

In 2018, the IEEE introduced WPA3, intended to fix a host of accumulated issues. Perhaps the most im-
portant change is that WPA3-Personal switches from the WPA2 four-way handshake to the SAE mutual-
password-authentication mechanism, 28.8.2  Simultaneous Authentication of Equals. We return to WPA3
below, at 4.2.5.3 WPA3.

4.2.5.1 WPA2 Four-way handshake

In any secure Wi-Fi authentication protocol, the station must authenticate to the access point and the access
point must authenticate to the station; without the latter part, stations might inadvertently connect to rogue
access points, which would then likely gain at least partial access to private data. This bidirectional authen-
tication is achieved through the so-called four-way handshake, which also generates a session key, known
as the pairwise transient key or PTK, that is independent of the master key. Compromise of the PTK should
not allow an attacker to determine the master key. To further improve security, the PTK is used to generate
the temporal key, TK, used to encrypt data messages, a separate message-signing key used in the MIC code,
below, and some management-packet keys.
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In WPA2-Personal, the master key is the pre-shared key (PSK); in WPA2-Enterprise, below, the master
key is the negotiated “pairwise master key”, or PMK. The four-way handshake begins immediately after
association and, for WPA2-Enterprise, the selection of the PMK. None of the four packets that are part of
the handshake are encrypted.

Both station and access point begin by each selecting a random string, called a nonce, typically 32 bytes
long. In the diagram below, the access point (authenticator) has chosen ANonce and the station (supplicant)
has chosen SNonce. The PTK will be a secure hash of the master key, both nonces, and both MAC
addresses. The first packet of the four-way handshake is sent by the access point to the station, and contains
its nonce, unencrypted. This packet also contains a replay counter, RC; the access point assigns these
sequentially and the station echoes them back.

Station Access Point

ANonce, RC=r

Station
knows PTK

SNonce, RC=r, MIC

Access Point

knows PTK
RC=r+1, GTK, MIC
ACK, RC=r+1, MIC -
Install - Install
PTK PTK

Four-way WPA2 handshake
RC = replay counter

At this point the station has enough information to compute the PTK; in the second message of the handshake
it now sends its own nonce to the access point. The nonce is again sent in the clear, but this second message
also includes a digital signature. This signature is sometimes called a Message Integrity Code, or MIC,
and in the 802.11i standard is officially named Michael. It is calculated in a manner similar to the HMAC
mechanism of 28.6.1 Secure Hashes and Authentication, and uses its own key derived from the PTK.

Upon receipt of the station’s nonce, the access point too is able to compute the PTK. With the PTK now in
hand, the access point verifies the attached signature. If it checks out, that proves to the access point that the
station did in fact know the master key, as a valid signature could not have been constructed without it. The
station has now authenticated itself to the access point.

For the third stage of the handshake, the access point, now also in possession of the PTK, sends a signed
message to the station. The replay counter is incremented, and an optional group temporal key, GTK, may
be included for encrypting non-unicast messages. If the GTK is included, it is encrypted with the PTK,
though the entire message is not encrypted. When this third message is received and verified, the access
point has authenticated itself to the station. The fourth and final step is simply an acknowledgment from the
client.

Four-way-handshake packets are sent in the EAPOL format, described in the following section. This format
can be used to identify the handshake packets in WireShark scans.

110 4 Wireless LANs



An Introduction to Computer Networks, Release 2.0.2

One significant vulnerability of the four-way handshake when WPA2-Personal is used is that if an eaves-
dropper records the messages, then it can attempt an offline brute-force attack on the key. Different values
of the passphrase used to generate the PSK can be tried until the MIC values computed for the second and
third packets match the values in the corresponding recorded packets. At this point the attacker can not only
authenticate to the network, but can also decrypt packets. This attack is harder with WPA2-Enterprise, as
each user has a different key.

Other WPA2-Personal stations on the same network can also eavesdrop, given that all stations share the
same PSK, and that the PTK is generated from the PSK and information transmitted without encryption.
The Diffie-Hellman-Merkle key-exchange mechanism, 28.8 Diffie-Hellman-Merkle Exchange, would avoid
this difficulty; keys produced this way are not easily determined by an eavesdropper, even one with inside
information about master keys. However, this was not used, in part because WPA needed to be rushed into
service after the failure of WEP.

4.2.5.1.1 KRACK Attack

The purpose of the replay counter, RC in the diagram above, is to prevent an attacker from reusing an old
handshake packet. Despite this effort, replayed or regenerated instances of the third handshake packet can
sometimes be used to seriously weaken the underlying encryption. The attack, known as the Key Rein-
stallation Attack, or KRACK, is documented in [VP/7]. The attack has several variations, some of which
address a particular implementation’s interpretation of the IEEE standard, and some of which address other
Wi-Fi keys (eg the group temporal key) and key handshakes (eg the handshake used by 4.2.4.3 Roaming).
We consider only the most straightforward form here.

The ciphers used by WPA2 are all “stream” ciphers (28.7.4 Stream Ciphers), meaning that, for each packet,
the key is used to generate a keystream of pseudorandom bits, the same length as the packet; the packet is
then XORed with this keystream to encrypt it. It is essential for this scheme’s security that the keystreams of
different packets are unrelated; to achieve this, the keystream algorithm incorporates an encryption nonce,
initially 1 and incremented for each successive packet.

The core observation of KRACK is that, whenever the station installs or reinstalls the PTK, it also resets this
encryption nonce to 1. This has the effect of resetting the keystream, so that, for a while, each new packet
will be encrypted with exactly the same keystream as an earlier packet.

This key reinstallation at the station side occurs whenever an instance of the third handshake packet arrives.
Because of the possibility of lost packets, the handshake protocol must allow duplicates of any packet.

The basic strategy of KRACK is now to force key reinstallation, by arranging for either the access point or
the attacker to deliver duplicates of the third handshake packet to the station.

In order to interfere with packet delivery, the attacker must be able to block and delay packets from the access
point to the station, and be able to send its own packets to the station. The easiest way to accomplish this is
for the attacker to be set up as a “clone” of the real access point, with the same MAC address, but operating
on a different Wi-Fi channel. The attacker receives messages from the real access point on the original
channel, and is able to selectively retransmit them to the station on the new channel. This can be described
as a channel-based man-in-the-middle attack; cf 29.3 Trust and the Man in the Middle. Alternatively, the
attacker may also be able to selectively jam messages from the access point.

If the attacker can block the fourth handshake packet, from station to access point, then the access point will
eventually time out and retransmit a duplicate third packet, complete with properly updated replay counter.

4.2 Wi-Fi 111



An Introduction to Computer Networks, Release 2.0.2

The attacker can delay the duplicate third packet, if desired, in order to prolong the interval of keystream
reuse. The station’s response to this duplicate third packet will be encrypted, but the attacker can usually
generate a forged, unencrypted version.

Forcing reuse of the keystream does not automatically break the encryption. However, in many cases the
plaintext of a few packets can be guessed by context, and hence, by XORing, the keystream used to encrypt
the packet can be determined. This allows trivial decryption of any later packet encrypted with the same
keystream.

Other possibilities depend on the cipher. When the TKIP cipher is used, a vulnerability in the MIC algorithm
may allow determination of the key used in the MIC; this in turn would allow the attacker to inject new
packets, properly signed, into the connection. These new packets can be encrypted with one of the broken
keystreams. This strategy does not work with AES (CCMP) encryption.

The KRACK vulnerability was fixed in wpa_supplicant by disallowing reinstallation of the same key.
That is, if a retransmission of the third handshake packet is received, it is ignored; the encryption nonce is
not reset.

4.2.5.2 WPA2-Enterprise

The WPA2-Enterprise alternative allows each station to have its own separate key. In fact, it largely
separates the encryption mechanisms from the Wi-Fi protocols, allowing sites great freedom in choosing
the former. Despite the “enterprise” in the name, it is also well suited for smaller sites. WPA2-Enterprise is
based rather closely on the 802.1X framework, which supports arbitrary authentication protocols as plug-in
modules.

In principle, the only improvement WPA2-Enterprise offers over WPA2-Personal is the ability to assign
individual Wi-Fi passwords. In practice, this is an enormously important feature. It prevents, for example,
one user from easily decrypting packets sent by another user.

The keys are all held by a single common system known as the authentication server, usually unrelated to
the access point. The client node (that is, the Wi-Fi station) is known as the supplicant, and the access point
is known as the authenticator.

To begin the authentication process, the supplicant contacts the authenticator using the Extensible Authen-
tication Protocol, or EAP, with what amounts to a request to authenticate to that access point. EAP is a
generic message framework meant to support multiple specific types of authentication; see RFC 3748 and
RFC 5247. The EAP request is forwarded to the authentication server, which may exchange (via the au-
thenticator) several challenge/response messages with the supplicant. No secret credentials should be sent
in the clear.

EAP is usually used in conjunction with the RADIUS (Remote Authentication Dial-In User Service) pro-
tocol (RFC 2865), which is a specific (but flexible) authentication-server protocol. WPA2-Enterprise is
sometimes known as 802.1X mode, EAP mode or RADIUS mode (though WPA2-Personal is also based on
802.1X, and uses EAP in its four-way handshake).

EAP communication takes place before the supplicant is given an IP address; thus, a mechanism must be
provided to support exchange of EAP packets between supplicant and authenticator. This mechanism is
known as EAPOL, for EAP Over LAN. EAP messages between the authenticator and the authentication
server, on the other hand, can travel via IP; in fact, sites may choose to have the authentication server
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hosted remotely. Specific protocols using the EAP/RADIUS framework often use packet formats other than
EAPOL, but EAPOL will be used in the concluding four-way handshake.

Once the authentication server (eg RADIUS server) is set up, specific per-user authentication methods can
be entered. This can amount to {username,password) pairs (below), or some form of security certificate, or
sometimes both. The authentication server will generally allow different encryption protocols to be used for
different supplicants, thus allowing for the possibility that there is not a common protocol supported by all
stations.

In WPA2-Enterprise, the access point no longer needs to know anything about what authentication protocol
is actually used; it is simply the middleman forwarding EAP packets between the supplicant and the authen-
tication server. In particular, the access point does not need to support any specific authentication protocol.
The access point allows the supplicant to connect to the network once it receives permission to do so from
the authentication server.

At the end of the authentication process, the supplicant and the authentication server will, as part of that pro-
cess, also have established a shared secret. In WPA2-Enterprise terminology this is known as the pairwise
master key or PMK. The authentication server then communicates the PMK securely to the access point
(using any standard protocol; see 29.5 SSH and TLS). The next step is for the supplicant and the access
point to negotiate their session key. This is done using the four-way-handshake mechanism of the previous
section, with the PMK as the master key. The resultant PTK is, as with WPA2-Personal, used as the session
key.

WPA2-Enterprise authentication typically does require that the access point have an IP address, in order to
be able to contact the authentication server. An access point using WPA2-Personal authentication does not
need an IP address, though it may have one simply to enable configuration.

4.2.5.2.1 Enabling WPA2-Enterprise

Configuring a Wi-Fi network to use WPA2-Enterprise authentication is relatively straightforward, as long
as an authentication server running RADIUS is available. We here give an outline of setting up WPA2-
Enterprise authentication using FreeRADIUS (version 2.1.12, 2018). We want to enable per-user passwords,
but not per-user certificates. Passwords will be stored on the server using SHA-1 hashing (28.6  Secure
Hashes). This is not necessarily strong enough for production use; see 28.6.2 Password Hashes for other
options. Because passwords will be hashed, the client will have to communicate the actual password to the
authentication server; authentication methods such as those in 28.6.3 CHAP are not an option.

The first step is to set up the access point. This is generally quite straightforward; WPA2-Enterprise is sup-
ported even on inexpensive access points. After selecting the option to enable WPA2-Enterprise security, we
will need to enter the IP address of the authentication server, and also a “shared secret” password for authen-
ticating messages between the access point and the server (see 28.6.1 Secure Hashes and Authentication
for message-authentication techniques).

Configuration of the RADIUS server is a bit more complex, as both RADIUS and EAP are both quite
general; both were developed long before 802.1X, and both are used in many other settings as well. Because
we have decided to use hashed passwords — which implies the client station will send the plaintext password
to the authentication server — we will need to use an authentication method that creates an encrypted tunnel.
The Protected EAP method is well-suited here; it encrypts its traffic using TLS (29.5.2 TLS, though here
without TCP). (There is also an EAP TLS method, using TLS directly and traditionally requiring client-side
certificates, and a TTLS method, for Tunneled TLS.)
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Within the PEAP encrypted tunnel, we want to use plaintext password authentication. Here we want the
Password Authentication Protocol, PAP, which basically just asks for the username and password. FreeRA-
DIUS does not allow PAP to run directly within PEAP, so we interpose the Generic Token Card protocol,
GTC. (There is no “token card” device anywhere in sight, but GTC is indeed quite generic.)

We probably also have to tell the RADIUS server the IP address of the access point. The access point here
must have an IP address, specifically for this communication.

We enable all these things by editing the eap . conf file so as to contain the following entries:

default_eap_type = peap

peap {
default_eap_type = gtc

gtc {
auth_type = PAP

The next step is to create a (username, hashed_password) credential pair on the server. To keep things
simple, we will store credentials in the users file. The username will be “alice”, with password “snorri”.
Per the FreeRADIUS rules, we need to convert the password to its SHA-1 hash, encoded using base64.
There are several ways to do this; we will here make use of the OpenSSL command library:

echo -n "snorri" | openssl dgst -binary -shal | openssl base64

This returns the string 7E6FbhrN2TYOkrBt i+8W8weC2W8= which we then enter into the users file
as follows:

alice SHAl-Password := "7E6FbhrN2TYOKkrBti+8W8weC2W8="

Other options include Cleartext-Password, MD5-Password and SSHA1-Password, with the lat-
ter being for salted passwords (which are recommended).

With this approach, Alice will have difficulty changing her password, unless she is administrator of the
authentication server. This is not necessarily worse than WPA2-Personal, where Alice shares her password
with other users. However, if we want to support user-controlled password changing, we can configure the
RADIUS server to look for the (username, hashed_password) credentials in a database instead of the users
file. It is then relatively straightforward to create a web-based interface for allowing users to change their
passwords.

Now, finally, we try to connect. Any 802.1X client should ask for the username and password, before com-
munication with the authentication server begins. Some may also ask for a preferred authentication method
(though our RADIUS server here is only offering one), an optional certificate (which we are not using), or
an “anonymous identity”, which is a way for a client to specify a particular authentication server if there are
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several. If all goes well, connection should be immediate. If not, FreeRADIUS has an authentication-testing
tool, and copious debugging output.

4.2.5.3 WPA3

In 2018 the Wi-Fi Alliance introduced WPA3, a replacement for WPA2. The biggest change is that, when
both parties are WPA3-aware, the WPA2 four-way handshake is replaced with SAE, 28.8.2  Simultaneous
Authentication of Equals. The advantage of SAE here is that an eavesdropper can get nowhere with an
offline, dictionary-based, brute-force password attack; recall from the end of 4.2.5./ WPA2 Four-way
handshake that WPA?2 is quite vulnerable in this regard. An attacker can still attempt an online brute-force
attack on WPA3, eg by parking a van within Wi-Fi range and trying one password after another, but this is
slow.

Another consequence of SAE is forward secrecy (29.2 Forward Secrecy). This means that if an attacker
obtains the encryption key for one session, it will not help decrypt older (or newer) sessions. In fact, even if
an attacker obtains the master password, it will not be able to obtain any session keys (although the attacker
will be able to connect to the network). Under WPA2, if an attacker obtains the PMK, then all session keys
can be calculated from the nonce values exchanged in the four-way handshake.

As with WPA2, WPA3 requires that both the station and the access point maintain the password cleartext
(or at least the key derived from the password). Because each side must authenticate to the other, it is hard
to see how this could be otherwise.

WPA3 encrypts even connections to “open” access points, through what is called Opportunistic Wireless
Encryption; see RFC 8110. WPA3 also introduces longer key lengths, and adds some new ciphers.

Although it is not strictly part of WPA3, the EasyConnect feature was announced at the same time. This al-
lows easier connection of devices that lack screens or keyboards, which makes entering a password difficult.
The EasyConnect device should come with a QR code; scanning the code allows the device to be connected.

Finally, WPA3 contains an official fix to the KRACK attack.

4.2.5.4 Encryption Coverage

Originally, encryption covered only the data packets. A common attack involved forging management pack-
ets, eg to force stations to disassociate from their access point. Sometimes this was done continuously as
a denial-of-service attack; it might also be done to force a station to reassociate and thus reveal a hidden
SSID, or to reveal key information to enable a brute-force decryption attack.

The 2009 IEEE 802.11w amendment introduced the option for a station and access point to negotiate man-
agement frame protection, which encrypts (and digitally signs) essential management packets exchanged
after the authentication phase is completed. This includes those station-to-access-point packets requesting
deauthentication or disassociation, effectively preventing the above attacks. However, management frame
protection is (as of 2015) seldom enabled by default by consumer-grade Wi-Fi access points, even when
data encryption is in effect.
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4.2.6 Wi-Fi Monitoring

Again depending on ones driver, it is sometimes possible to monitor all Wi-Fi traffic on a given chan-
nel. Special tools exist for this, including aircrack-ng and kismet, but often plain WireShark will suffice
if one can get the underlying driver into so-called “monitor” mode. On Linux systems the command
iwconfig wlan0 mode monitor should do this (where wlanO is the name of the wireless net-
work interface). It may be necessary to first kill other processes that have the wlanO interface open, eg
with service NetworkManager stop. It may also be necessary to bring the interface down, with
ifconfig wlan0O down, in which case the interface needs to be brought back up after entering moni-
tor mode. Finally, the receive channel can be set with, eg, iwconfig wlan0 channel 6. (On some
systems the interface name may change after the transition to monitor mode.)

After the mode and channel are set, Wireshark will report the 802.11 management-frame headers, and also
the so-called radiotap header containing information about the transmission data rate, channel, and received
signal strength.

One useful experiment is to begin monitoring and then to power up a Wi-Fi enabled device. The WireShark
display filter wlan.addr == device-MAC-address helps focus on the relevant packets(or, better yet, the
capture filter ether host device-MAC-address). The WireShark screenshot below is an example.

7 ©.084938505  SamsungE_©3:ef:ad Broadcast 802.11 158 Probe Request, SN=23, FN=0, Flags=........ C
8 0.086005244  Cisco-Li_di1:24:40 SamsungE_@3:ef:ad 802.11 139 Probe Response, SN=1230, FN=8, Flags=......
9 ©.115989487  SamsungE_©3:ef:ad Cisco-Li_d1:24:40 802.11 75 Authentication, SN=24, FN=0, Flags=........
10 ©.116954409 Cisco-Li_d1:24:40 SamsungE_@3:ef:ad 8p2.11 72 Authentication, SN=1231, FN=8, Flags=......
11 @.118787312  SamsungE_83:ef:ad Cisco-Li_d1:24:40 8p2.11 131 Association Request, SN=25, FN=8, Flags=...
12 §.119764782 Cisco-Li_d1:24:48 SamsungE_@83:ef:ad a82.11 88 Association Response, SN=1232, FN=8, Flags=
13 @.120082784  Cisco-Li_d1:24:40 SamsungE_83:ef:ad EAPOL 165 Key (Message 1 of 4)
14 ©.148433526  SamsungE_©3:ef:ad Cisco-Li_di:24:40 EAPOL 189 Key (Message 2 of 4)
15 ©.151498719 Cisco-Li_d1:24:40 SamsungE_83:ef:ad EAPOL 191 Key (Message 3 of 4)
16 ©.154637132  SamsungE_83:ef:ad Cisco-Li_d1:24:40 EAPOL 165 Key (Message 4 of 4)

we see node SamsungE_03:3f:ad broadcast a probe request, which is answered by the access point Cisco-
Li_d1:24:40. The next two packets represent the open-authentication process, followed by two packets
representing the association process. The last four packets, of type EAPOL, represent the WPA2-Personal
four-way authentication handshake.

4.2.7 Wi-Fi Polling Mode

Wi-Fi also includes a “polled” mechanism, where one station (the Access Point) determines which stations
are allowed to send. While it is not often used, it has the potential to greatly reduce collisions, or even
eliminate them entirely. This mechanism is known as “Point Coordination Function”, or PCF, versus the
collision-oriented mechanism which is then known as “Distributed Coordination Function”. The PCF name
refers to the fact that in this mode it is the Access Point that is in charge of coordinating which stations get
to send when.

The PCF option offers the potential for regular traffic to receive improved throughput due to fewer collisions.
However, it is often seen as intended for real-time Wi-Fi traffic, such as voice calls over Wi-Fi.

The idea behind PCF is to schedule, at regular intervals, a contention-free period, or CFP. During this
period, the Access Point may

* send Data packets to any receiver

* send Poll packets to any receiver, allowing that receiver to reply with its own data packet
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* send a combination of the two above (not necessarily to the same receiver)
* send management packets, including a special packet marking the end of the CFP

None of these operations can result in a collision (unless an unrelated but overlapping Wi-Fi domain is
involved).

Stations receiving data from the Access Point send the usual ACK after a SIFS interval. A data packet from
the Access Point addressed to station B may also carry, piggybacked in the Wi-Fi header, a Poll request to
another station C; this saves a transmission. Polled stations that send data will receive an ACK from the
Access Point; this ACK may be combined in the same packet with the Poll request to the next station.

At the end of the CFP, the regular “contention period” or CP resumes, with the usual CSMA/CA strategy.
The time interval between the start times of consecutive CFP periods is typically 100 ms, short enough to
allow some real-time traffic to be supported.

During the CFP, all stations normally wait only the Short IFS, SIFS, between transmissions. This works
because normally there is only one station designated to respond: the Access Point or the polled station.
However, if a station is polled and has nothing to send, the Access Point waits for time interval PIFS (PCF
Inter-Frame Spacing), of length midway between SIFS and IFS above (our previous IFS should now really
be known as DIFS, for DCF IFS). At the expiration of the PIFS, any non-Access-Point station that happens
to be unaware of the CFP will continue to wait the full DIFS, and thus will not transmit. An example of
such a CFP-unaware station might be one that is part of an entirely different but overlapping Wi-Fi network.

The Access Point generally maintains a polling list of stations that wish to be polled during the CFP. Stations
request inclusion on this list by an indication when they associate or (more likely) reassociate to the Access
Point. A polled station with nothing to send simply remains quiet.

PCF mode is not supported by many lower-end Wi-Fi routers, and often goes unused even when it is avail-
able. Note that PCF mode is collision-free, so long as no other Wi-Fi access points are active and within
range. While the standard has some provisions for attempting to deal with the presence of other Wi-Fi
networks, these provisions are somewhat imperfect; at a minimum, they are not always supported by other
access points. The end result is that polling is not quite as useful as it might be.

4.2.8 MANETs

The MANET acronym stands for mobile ad hoc network; in practice, the term generally applies to ad
hoc wireless networks of sufficient complexity that some internal routing mechanism is needed to enable
full connectivity. A mesh network in the sense of 4.2.4.4 Mesh Networks qualifies as a MANET, though
MANETs also include networks with much less centralized control, and in which the routing nodes may
be highly mobile. MANETS are also potentially much larger, with some designs intended to handle many
hundreds of routing nodes, while a typical Wi-Fi mesh network may have only a handful of access points.
While MANETS be built with any wireless mechanism, we will assume here that Wi-Fi is used.

MANET nodes communicate by radio signals with a finite range, as in the diagram below.
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Typical MANET in which the radio ré{ﬁtjé o each node
is represented by a circle around that node. A can reach G
either by the route A—B—C—E—G or by A—B—D—F—G.

Each node’s radio range is represented by a circle centered about that node. In general, two MANET nodes
may be able to communicate only by relaying packets through intermediate nodes, as is the case for nodes
A and G in the diagram above. Finding the optimal route through those intermediate nodes is a significant
problem.

MANET:S for the People

In the early years of MANETS, many designs focused on a decentralized, communitarian approach, eg
wireless community networks. During the 2010 Arab Spring, MANETSs were often proposed (in conjunc-
tion with a few users having satellite-Internet access) as a way to bypass government censorship of the
Internet. Fast forward to 2018, and much press discussion of “mesh networks” is oriented towards those
with exceptionally large private residences. Nothing endures but change.

In the field, the radio range of each node may not be very circular at all, due to among other things signal
reflection and blocking from obstructions. An additional complication arises when the nodes (or even just
obstructions) are moving in real time (hence the “mobile” of MANET); this means that a working route may
stop working a short time later. For this reason, and others, routing within MANETS is a good deal more
complex than routing in an Ethernet. A switched Ethernet, for example, is required to be loop-free, so there
is never a choice among multiple alternative routes.

Note that, without successful LAN-layer routing, a MANET does not have full node-to-node connectivity
and thus does not meet the definition of a LAN givenin /.9 LANs and Ethernet. With either LAN-layer or
IP-layer routing, one or more MANET nodes may serve as gateways to the Internet.

Note also that MANETS in general do not support broadcast or multicast, unless the forwarding of broadcast
and multicast messages throughout the MANET is built in to the routing mechanism. This can complicate
the operation of IPv4 and IPv6 networks, even assuming that the MANET routing mechanism replaces the
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need for broadcast/multicast protocols like IPv4’s ARP (/0.2 Address Resolution Protocol: ARP) and
IPv6’s Neighbor Discovery (/1.6 Neighbor Discovery) that otherwise play important roles in local packet
delivery. For example, the common IPv4 address-assignment mechanism we will describe in /0.3 Dynamic
Host Configuration Protocol (DHCP) relies on broadcast and so often needs adaptation. Similarly, IPv6
relies on multicast for several ancillary services, including address assignment (//.7.3 DHCPv6) and
duplicate address detection (//.7.1 Duplicate Address Detection).

MANETsS are simplest when all the nodes are under common, coordinated management, as in the mesh
Wi-Fi described above. Life is much more complicated when nodes are individually owned, and each owner
wishes to place limits on the amount of “transit traffic” — traffic passing through the owner’s node — that is
acceptable. Yet this is often the situation faced by schemes to offer Wi-Fi-based community Internet access.

Finally, we observe that while MANETS are of great theoretical interest, their practical impact has been
modest; they are almost unknown, for example, in corporate environments, beyond the mesh networks of
4.2.4.4 Mesh Networks. They appear most useful in emergency situations, rural settings, and settings where
the conventional infrastructure network has failed or been disabled.

4.2.8.1 Routing in MANETs

Routing in MANETS can be done either at the LAN layer, using physical addresses, or at the IP layer with
some minor bending (below) of the rules.

Either way, nodes must find out about the existence of other nodes, and appropriate routes must then be se-
lected. Route selection can use any of the mechanisms we describe later in /3 Routing-Update Algorithms.

Routing at the LAN layer is much like routing by Ethernet switches; each node will construct an appropriate
forwarding table. Unlike Ethernet, however, there may be multiple paths to a destination, direct connectivity
between any particular pair of nodes may come and go, and negotiation may be required even to determine
which MANET nodes will serve as forwarders.

Routing at the IP layer involves the same issues, but at least IP-layer routing-update algorithms have always
been able to handle multiple paths. There are some minor issues, however. When we initially presented
IP forwarding in /./0 [P - Internet Protocol, we assumed that routers made their decisions by looking
only at the network prefix of the address; if another node had the same network prefix it was assumed to be
reachable directly via the LAN. This model usually fails badly in MANETSs, where direct reachability has
nothing to do with addresses. At least within the MANET, then, a modified forwarding algorithm must be
used where every address is looked up in the forwarding table. One simple way to implement this is to have
the forwarding tables contain only host-specific entries as were discussed in 5./ Virtual Private Networks.

Multiple routing algorithms have been proposed for MANETSs. Performance of a given algorithm may
depend on the following factors:

* The size of the network
* How many nodes have agreed to serve as routers

* The degree of node mobility, especially of routing-node mobility if applicable

Whether the nodes (especially routing nodes) are under common administration, and thus may agree
to defer their own transmission interests for the common good

 per-node storage and power availability
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4.3 WIMAX and LTE

WiMAX and LTE are both wireless network technologies suitable for data connections to mobile (and
sometimes stationary) devices.

WiMAX is an IEEE standard, 802.16; its original name is WirelessMAN (for Metropolitan Area Network),
and this name appears intermittently in the IEEE standards. In its earlier versions it was intended for station-
ary subscribers (802.16d), but was later expanded to support mobile subscribers (802.16¢). The stationary-
subscriber version is often used to provide residential Internet connectivity, in both urban and rural areas.

LTE (the acronym itself stands for Long Term Evolution) is a product of the mobile telecom world; it was
designed for mobile subscribers from the beginning. Its official name — at least for its radio protocols —
is Evolved UTRA, or E-UTRA, where UTRA in turn stands for UMTS Terrestrial Radio Access. UMTS
stands for Universal Mobile Telecommunications System, a core mobile-device data-network mechanism
with standards dating from the year 2000.

4G Capacity

A medium-level wireless data plan often comes with a 5 GB monthly cap. At the 100 Mbps 4G data rate,
that allotment can be downloaded in under six minutes. Data rate isn’t everything.

Both LTE and the mobile version of WiMAX are often marketed as fourth generation (or 4G) networking
technology. The ITU has a specific definition for 4G developed in 2008, officially named IMT-Advanced
and including a 100 Mbps download rate to moving devices and a 1 Gbps download rate to more-or-less-
stationary devices. Neither WiMAX nor LTE quite qualified technically, but to marketers that was no im-
pediment. In any event, in December 2010 the ITU issued a statement in which it “recognized that [the
term 4G], while undefined, may also be applied to the forerunners of these technologies, LTE and WiMax”.
So-called Advanced LTE and WiMAX2 are true IMT-Advanced protocols.

Asin4.1.4 Band Width we will use the term “data rate” for what is commonly called “bandwidth” to avoid
confusion with the radio-specific meaning of the latter term.

WiMAX can use unlicensed frequencies, like Wi-Fi, but its primary use is over licensed radio spectrum;
LTE is used almost exclusively over licensed spectrum.

WiMAX and LTE both support a number of options for the width of the frequency band; the wider the band,
the higher the data rate. Downlink (base station to subscriber) data rates can be well over 100 Mbps (uplink
rates are usually smaller). Most LTE bands are either in the range 700-900 MHz or are above 1700 MHz;
the lower frequencies tend to be better at penetrating trees and walls.

Like Wi-Fi, WIMAX and LTE subscriber stations connect to a central access point. The WiMAX standard
prefers the term base station which we will use henceforth for both protocols; LTE officially prefers the
term “evolved NodeB” or eNB.

The coverage radius for LTE and mobile-subscriber WiMAX might be one to ten kilometers, versus less
(sometimes much less) than 100 meters for Wi-Fi. Stationary-subscriber WiMAX can operate on a larger
scale; the coverage radius can be several tens of kilometers. As distances increase, the data rate is reduced.

Large-radius base stations are typically mounted in towers; smaller-radius base-stations, generally used
only in areas densely populated with subscribers, may use lower antennas integrated discretely into the local
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architecture. Subscriber stations are not expected to be able to hear other stations; they interact only with
the base station.

4.3.1 Uplink Scheduling

As distances increase, the subscriber-to-base RTT becomes non-negligible. At 10 kilometers, this RTT is
66 usec, based on the speed of light of about 300 m/usec. At 100 Mbps this is enough time to send 800
bytes, making it a priority to reduce the number of RTTs. To this end, it is no longer practical to use
Wi-Fi-style collisions to resolve access contention; it is not even practical to use the Wi-Fi PCF mode of
4.2.7 Wi-Fi Polling Mode because polling requires additional RTTs. Instead, WiMAX and LTE rely on
base-station-regulated scheduling of transmissions.

The base station has no difficulty scheduling downlink transmissions, from base to subscriber: the base
station simply sends the packets sequentially (or in parallel on different sets of subcarriers if OFDM is used).
If beamforming MISO antennas are used, or multiple physically directional antennas, the base station will
take this into account.

It is the uplink transmissions — from subscriber to base — that are more complicated to coordinate. Once a
subscriber station completes the network entry process to connect to a base station (4.3.3 Network Entry),
it is assigned regular transmission slots, including times and frequencies. These transmission slots may vary
in size over time; the base station may regularly issue new transmission schedules. Each subscriber station is
told in effect that it may transmit on its assigned frequencies starting at an assigned time and for an assigned
length; LTE lengths start at 1 ms and WiMAX lengths at 2 ms. The station synchronizes its clock with that
of the base station as part of the network entry process.

Each subscriber station is scheduled to transmit so that one transmission finishes arriving at the base station
just before the next station’s same-frequency transmission begins arriving. Only minimal “guard intervals”
need be included between consecutive transmissions. Two (or more) consecutive uplink transmissions may
in fact be “in the air” simultaneously, as far-away stations need to begin transmitting early so their signals
will arrive at the base station at the expected time.

The diagram above illustrates this for stations separated by relatively large physical distances (as may be
typical for long-range WiMAX). This strategy for uplink scheduling eliminates the full RTT that Wi-Fi
polling mode (4.2.7 Wi-Fi Polling Mode) entails.

Scheduled timeslots may be periodic (as is would be appropriate for voice) or may occur at varying inter-
vals. Quality-of-Service requests may also enter into the schedule; LTE focuses on end-to-end QoS while
WiMAX focuses on subscriber-to-base QoS.

When a station has data to send, it may include in its next scheduled transmission a request for a longer
transmission interval; if the request is granted, the station may send its data (or at least some of its data) in
its next scheduled transmission slot. When a station is done transmitting, its timeslot may shrink back to the
minimum, and may be scheduled less frequently as well, but it does not disappear. Stations without data to
send remain connected to the base station by sending “empty” messages during these slots.

4.3.2 Ranging

The uplink scheduling of the previous section requires that each subscriber station know the distance to
the base station. If a subscriber station is to transmit so that its message arrives at the base station at a
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Three packets in transit from stations Stal, Sta2 and Sta3. The packets propagate
outwards from the stations at the speed of light, like ripples, spatially confined between
two concentric dot-dash circles (circles around Sta3 are not shown). The packet portion
along the straight line from the station to the Base is represented as a heavy arrow.
The three packets will arrive at Base sequentially and without overlap.

certain time, it must actually begin transmission early by an amount equal to the one-way station-to-base
propagation delay. This distance/delay measurement process is called ranging.

Ranging can be accomplished through any RTT measurement. Any base-station delay in replying, once a
subscriber message is received, simply needs to be subtracted from the total RTT. Of course, that base-station
delay needs also to be communicated back to the subscriber.

The distance to the base station is used not only for the subscriber station’s transmission timing, but also to
determine its power level; signals from each subscriber station, no matter where located, should arrive at the
base station with about the same power.

4.3.3 Network Entry

The scheduling process eliminates the potential for collisions between normal data transmissions. But there
remains the issue of initial entry to the network. If a handoff is involved, the new base station can be
informed by the old base station, and send an appropriate schedule to the moving subscriber station. But
if the subscriber station was just powered on, or is arriving from an area without LTE/WiMAX coverage,
potential transmission collisions are unavoidable. Fortunately, network entry is infrequent, and so collisions
are even less frequent.

A subscriber station begins the network-entry connection process to a base station by listening for the base
station’s transmissions; these message streams contain regular management messages containing, among
other things, information about available data rates in each direction. Also included in the base station’s
message stream is information about when network-entry attempts can be made.

In WiMAX these entry-attempt timeslots are called ranging intervals; the subscriber station waits for one
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of these intervals and sends a “range-request” message to the base station. These ranging intervals are open
to all stations attempting network entry, and if another station transmits at the same time there will be a
collision. An Ethernet/Wi-Fi-like exponential-backoff process is used if a collision does occur.

In LTE the entry process is known as RACH, for Random Access CHannel. The base station designates
certain 1 ms timeslots for network entry. During one of these slots an entry-seeking subscriber chooses at
random one of up to 64 predetermined random access preambles (some preambles may be reserved for a
second, contention-free form of RACH), and transmits it. The 1-ms timeslot corresponds to 300 kilometers,
much larger than any LTE cell, so the fact that the subscriber does not yet know its distance to the base does
not matter.

The preambles are mathematically “orthogonal”, in such a way that as long as no two RACH-participating
subscribers choose the same preamble, the base station can decode overlapping preambles and thus receive
the set of all preambles transmitted during the RACH timeslot. The base station then sends a reply, listing
the preambles received and, in effect, an initial schedule indexed by preamble of when each newly entering
subscriber station can transmit actual data. This reply is sent to a special temporary multicast address known
as a radio network temporary identifier, or RNTI, as the base station does not yet know the actual identity of
any new subscriber. Those identities are learned as the new subscribers transmit to the base station according
to this initial schedule.

A collision occurs when two LTE subscriber stations have the misfortune of choosing the same preamble in
the same RACH timeslot, in which case the chosen preamble will not appear in the initial schedule trans-
mitted by the base station. As for WiMAX, collisions are rare because network entry is rare. Subscribers
experiencing a collision try again during the next RACH timeslot, choosing at random a new preamble.

For both WiMAX and LTE, network entry is the only time when collisions can occur; afterwards, all
subscriber-station transmissions are scheduled by the base station.

If there is no collision, each subscriber station is able to use the base station’s initial-response transmission
to make its first ranging measurement. Subscribers must have a ranging measurement in hand before they
can send any scheduled transmission.

4.3.4 Mobility

There are some significant differences between stationary and mobile subscribers. First, mobile subscribers
will likely expect some sort of handoff from one base station to another as the subscriber moves out of
range of the first. Second, moving subscribers mean that the base-to-subscriber ranging information may
change rapidly; see exercise 4.0. If the subscriber does not update its ranging information often enough, it
may transmit too early or too late. If the subscriber is moving fast enough, the Doppler effect may also alter
frequencies.

4.4 Fixed Wireless

This category includes all wireless-service-provider systems where the subscriber’s location does not
change. Often, but not always, the subscriber will have an outdoor antenna for improved reception and
range. Fixed-wireless systems can involve relay through satellites, or can be terrestrial.
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4.4.1 Terrestrial Wireless

Terrestrial wireless — also called terrestrial broadband or fixed-wireless broadband — involves direct (non-
satellite) radio communication between subscribers and a central access point. Access points are usually
tower-mounted and serve multiple subscribers, though single-subscriber point-to-point “microwave links”
also exist. A multi-subscriber access point may serve an area with radius up to several tens of miles, de-
pending on the technology, though more common ranges are under ten miles. WiMAX 802.16d is one form
of terrestrial wireless, but there are several others. Frequencies may be either licensed or unlicensed. Unli-
censed frequency bands are available at around 900 MHz, 2.4 GHz, and 5 GHz. Nominally all three bands
require that line-of-sight transmission be used, though that requirement becomes stricter as the frequency
increases. Lower frequencies tend to be better at “seeing” through trees and other obstructions.

Trees vs Signal
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Photo of the author attempting to improve his 2.4 GHz terrestrial-wireless signal via tree trimming.

Terrestrial fixed wireless was originally popularized for rural areas, where residential density is too low for
economical cable connections. However, some fixed-wireless ISPs now operate in urban areas, often using
WiMAX. One advantage of terrestrial fixed-wireless in remote areas is that the antennas covers a much
smaller geographical area than a satellite, generally meaning that there is a higher data rate available per
user and the cost per megabyte is much lower.

Outdoor subscriber antennas often use a parabolic dish to improve reception; sizes range from 10 to 50 cm
in diameter. The size of the dish may depend on the distance to the central tower.

While there are standardized fixed-wireless systems, such as WiMAX, there are also a number of propri-
etary alternatives, including systems from Trango and Canopy. Fixed-wireless systems might, in fact, be
considered one of the last bastions of proprietary LAN protocols. This lack of standardization is due to a
variety of factors; two primary ones are the relatively modest overall demand for this service and the the fact
that most antennas need to be professionally installed by the ISP to ensure that they are “properly mounted,
aligned, grounded and protected from lightning”.

4.4.2 Satellite Internet

An extreme case of fixed wireless is satellite Internet, in which signals pass through a satellite in geosyn-
chronous orbit (35,786 km above the earth’s surface). Residential customers have parabolic antennas typ-
ically from 70 to 