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CONTINUING MEDICAL EDUCATION
FORMATION MÉDICALE CONTINUE

PRACTICAL TIPS FOR SURGICAL RESEARCH

Why perform a priori sample size calculation?

T he application of evidence-based care in the practice of surgery has
improved in the past decade (i.e., colorectal surgery, arthroplasty
surgery),1,2 but surgical treatments are still less likely to be studied using

full-scale and well-designed randomized controlled trials (RCTs).3 Few surgic -
al RCTs report and justify sample size calculations, and insufficient study
power is one of the major shortcomings of many surgical trials.4 For example,
systematic reviews of the surgical RCTs have shown that only 28% of cor -
onary artery bypass grafting surgery trials,4 12% of trauma or orthopedic
surgery trials,5 41% of pancreatico-duodenectomy trials6 and 25% of laparo-
scopic surgery trials7 have reported sample size calculations. The findings from
underpowered and poorly designed surgical RCTs may be overvalued because
their design grants them unwarranted credibility.3 Moreover, erroneous con-
clusions generated by these trials may guide clinical practice as clinicians’ deci-
sions may be influenced by the fact that an RCT design was used. This article
focuses on the importance, concept and methods of a priori sample size calcu-
lation (or power analysis) in surgical RCTs. The underlying methods
described for RCTs are equally applied to non-RCT designs.

OBJECTIVES OF THE ARTICLE

By the end of this article, the reader will appreciate the importance of a priori
sample size calculation and will learn how to apply appropriate strategies to
calculate sample size at the design stage of a surgical trial. The subject matter
is divided into the following sections:
• Why is a priori sample size calculation important?
• What is the concept of sample size calculation?
• What are the components of sample size calculation?
• How do we perform the calculations?

WHY IS A PRIORI SAMPLE SIZE CALCULATION IMPORTANT?

A priori sample size calculation can reduce the risk of an underpowered
(false-negative) result. Let us assume that an RCT of surgical treatments was
conducted to establish the efficacy of a novel surgical treatment compared
with a conventional one and that we found no statistically significant (by con-
vention, p > 0.05) treatment effect. There are 4 possible explanations for a
nonsignificant result in a trial:
1. The study was appropriately powered, but there truly was no significant

difference.
2. The study was appropriately powered, but owing to chance alone a signifi-

cant difference was not observed.
3. There truly was an important difference, but the study was underpowered

(small sample size) to detect that difference.
4. One or more aspects of the trial was biased in favour of the control group.3

There are ethical and practical consequences of conducting underpowered
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and poorly designed RCTs.8 A well-designed RCT safe-
guards against systematic and random errors. Systematic
error or bias is a reproducible inaccuracy, such as differen-
tial assessment of outcome measures or differential length
of follow-up, that deviates the results of a study from the
truth.3,9,10 Random error relates to imprecision and can be
reduced by increasing the sample size or the number of
participants observed. We ought to apply appropriate
design and methods a priori to minimize systematic
errors3,11 and conduct a sample size calculation (power
analysis) to increase precision, thereby ensuring that the
conclusion about a treatment effect is valid.

WHAT IS THE CONCEPT OF POWER AND SAMPLE SIZE
CALCULATION?

Understanding the association between sample size and
power is critical in interpreting the conclusions drawn
from a study.11 Power of a study is defined as its ability to
detect an effect or an association if one truly exists (i.e.,
the probability that our study will find a difference
between treatments if one truly exists). Research studies
are designed with predefined objectives and hypotheses.
Suppose we hypothesize that in patients with fractured
tibia, the application of intramedullary nail with reaming
reduces time to union compared with intramedullary nail
without reaming.12 To make a statistical inference, we need
to set 2 hypotheses: the null hypothesis (there is no differ-
ence in mean time to union between the 2 treatments) and
the alternate hypothesis (there is a difference in mean time
to union between the 2 treatments). The null hypothesis is
held true until proven otherwise.

Since we cannot typically study the entire population of
patients with fractured tibia, we conduct the study on a ran-
dom sample of patients with fractured tibia and make an
inference from the estimates (mean time to union) obtained
from the sample studied to the entire patient population.11

If we found a difference in mean time to union between
2 treatments, we reject the null hypothesis. All possible out-
comes of hypothesis testing when 2 treatments are com-
pared are summarized in a 2 × 2 table (Table 1).13,14

Two kinds of errors are possible when testing a hypoth-
esis. The first is the probability of rejecting the null
hypothesis when it should have been accepted, or detecting
a difference when in truth there is no difference, denoted
as α or type-I error. It is similar to the false-positive results
of a clinical test. The second is the probability of failing to

reject the null hypothesis when it should have been
rejected, or not detecting a difference when in truth there
is a difference, denoted as β or type-II error. It is similar to
the false-negative results of a clinical test. The complement
of β (1 – β) relates to the power of a statistical test, and it is
the probability of rejecting a null hypothesis if in truth
there is a difference. It is similar to true-positive results of a
clinical test.

We ought to design studies with a high probability of
rejecting the null hypothesis if it is false (rightly detecting a
difference — true positive) and a small probability of
rejecting the null hypothesis if it is true (wrongly detecting
a difference — false positive). Properly, the probabilities of
α and β are fixed before data are gathered. Conventionally,
the typical value of α is set sufficiently low at 0.05. After
data are gathered, if the p value from statistical analysis is
less than or equal to an α level of 0.05, we reject the null
hypothesis. For example a p value of 0.04 tells us that if a
null hypothesis of no difference is true, the probability of
falsely rejecting it is less than 5% (type-I error).13 The typ -
ical value of β is set at 0.2 (relates to 80% power). In the
absence of a priori sample size calculation, we do not know
the probabilities of α and β. With too small a sample size,
we might be able to detect an important existing differ-
ence; whereas with very large samples, we are likely to
detect a small unimportant difference, thereby wasting
time, resources and money.14 In testing a hypothesis, it is
therefore important to optimize the sample size to have
enough power to detect a difference (treatment effect) that
is considered to be important based on patient’s perspective
or clinical knowledge, which is termed the “minimum
important difference” (MID).

WHAT ARE THE COMPONENTS OF SAMPLE SIZE
CALCULATION?

We now know that the probabilities of committing α and
β errors are 2 important components of sample size calcu-
lation. The 80% power and 5% significance level are arbi-
trary and minimum expected values. The belief is that the
consequences of a false-positive (type-I error) claim are
more harmful than those of a false-negative (type-II error)
claim and, consequently, they are guarded against more
stringently.15 Factors that influence the power of a study
are summarized in Box 1.11,16,17

For example, we must decide a priori whether the dif-
ference in mean time to union between intramedullary nail

Table 1. Possible outcomes of testing a hypothesis 

Study result 

Truth, if the entire population of patients is studied 

No difference exists (null hypothesis) A difference exists (alternative hypothesis) 

Study finds no difference between treatments True negative False negative (type-II or β error) 

Study finds a difference between treatments False positive (type-I or α error) (p value) True positive (power) 
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with and without reaming could occur in both directions
(higher or lower) or in 1 direction only. In a 2-sided test,
the null hypothesis specifies no direction (nor does the
alternative hypothesis), and the allotted α level of 0.05 is
divided in 2 directions (0.025 for each direction). In a 1-
sided test, the alternate hypothesis specifies the direction;
for example, the difference in mean time to union is in
favour of intramedullary nail with reaming. This possibility
is still part of the test, but it is now embedded in the null
hypothesis, which states that the difference in mean time to
union is 0 or in favour of intramedullary nail without
reaming, and the allotted α level is designated in that
direction.18,19 In this case, we need to justify the possibility
that intramedullary nail with reaming is not worse than
intramedullary nail without reaming. A decision to perform
a 1- or 2-sided test will affect sample size because, all par -
am eters kept equal, a 1-sided test requires a smaller sample
size.19 Usually, 1-sided tests are not justified; however, if
used, the direction of the test must be specified in advance
with the probability of α error.18,19

The magnitude of the treatment effect or effect size is
another factor that affects sample size. We should consider
both clinical importance and statistical significance, as
these 2 aspects of sample size calculations are different.
Clinical importance addresses the magnitude of the treat-
ment effect, whereas statistical significance addresses the
likelihood that the observed treatment effect is, in truth,

not 0.3,11 Thus, MID is a key concept in the sample size cal-
culation. It specifies what difference between treatments
would lead clinicians to change practice. Declaring a large
MID when it is, in truth, small or moderate will most likely
cause the trial to produce a nonsignificant result. Figure 1
clearly shows the influence of effect size in sample size and
the power of a study. The 3 curves show the plot of sample
size versus power for 3 different effect sizes. For 80%
power, we need a much larger sample size to detect a small
effect size (250 patients per group) than to detect a large
effect size (25 patients per group).

There are several methods to decide on a MID:
1. determine using a focus group of patients and experts,
2. use data from published systematic reviews or perform a

systematic review of the available evidence, or
3. conduct a feasibility (pilot) study.

Population variability is another factor that will affect
the size of the sample studied.19–21 In general, we are able to
make a more precise inference on a population parameter
when the sample drawn from that population is homo -
geneous. If there is only a small amount of variation among
individuals sampled, we can be more certain that the indi-
viduals studied are representative of the entire population
and the estimate obtained from that sample is more pre-
cise. Sample size is inflated if there is great variability in the
outcome measure of interest for the individuals sampled,
and we need a larger sample size to assess whether an
observed effect is a true effect.20 Therefore, calculating the
required sample size entails a reasonably precise projection
of the variance of the outcome measure in the sample to be
studied.21 One way to project population variance is to
search for a published systematic review and meta-analysis
or conduct one if none exists. Another way is to conduct a
pilot study to gather the preliminary data for the sample
size calculation and assess the unanticipated feasibility

Box 1. Key components of sample size calculation 

1. Type-I or αααα error (relates to p value) 

The probability of rejecting the null hypothesis when it is true. A level of 
0.05 is most commonly used. 

2. Type-II or ββββ error (relates to power 1 – ββββ) 

The probability of failing to reject the null hypothesis if it is false. A level of 
0.2 is most commonly used. This corresponds to a study power of 0.8 or 
80%. 

3. 1-tailed or 2-tailed testing 

A decision to specify a 1-tailed or 2-tailed test will affect power. Most 
often 1-tailed tests are not justified; if used, the direction of the test and 
level of α error ought to be specified in advance. 

4. Minimum important difference 

The minimum important difference is the smallest difference between 
treatment effects that would be clinically worth detecting. 

5. Population variability 

Generalizability of sample estimates on a population parameter will have 
greater precision if the sample studied is relatively homogeneous. 

6. Outcome of interest 

A carefully defined outcome of interest necessitates asking the 
appropriate question, choosing the right sample size formula and 
measuring the population variance. 

7. Allocation ratio 

Allocation ratio is the ratio of participants to be recruited to each study 
group. A larger sample size is needed if the ratio moves away from 1. 

8. Study design 

Different approaches and hypotheses are required for different study 
designs (i.e., parallel, crossover trials — equivalence, superiority trials). 
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study.
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issues. In fact, the Canadian Institutes of Health Research
mandates the undertaking of a systematic review and a
pilot study to precede a full-scale trial.3

Another factor that plays an important role in sample
size calculation is the outcome of interest. It is important
to pay special attention when choosing and defining the
primary outcome measure because it largely affects how
appropriately the research question is answered. The type
of outcome measure affects both the sample size formula
and the method of measuring population variance. The
population variance for a continuous outcome variable is
measured differently than for a binary outcome variable.
For continuous outcome measures (e.g., time to union), the
population standard deviation (SD) is included in the sam-
ple size formula. For binomial outcome measures (e.g.,
stroke or infection — yes/no), the SD is calculated from
the proportion of outcome in the population. Let us
assume that the outcome in our example will be measured
as the proportion of union at 6 months postsurgery and
that the proportion is 0.85 (85%) in the patient population
who receive intramedullary nail without teaming as a con-
trol group. The SD related to a proportion (p) of 0.85 is
0.35 [√(p(1 – p)) = √(0.85(1 – 0.85))].21 Note that we ought
to power our study to answer the primary objective based
on the outcome measure. If we wish to have enough power
to answer both primary and secondary objectives, we calcu-
late the sample for both primary and secondary outcome
measures and choose the larger one to ensure enough
power throughout the trial.

The allocation ratio — the ratio of patients randomly as -
signed to intramedullary nail with reaming to those assign -
ed to intramedullary nail without reaming — is an other fac-
tor that affects sample size. An allocation ratio of 1:1 implies
an equal number of participants in each study arm. Power
declines as this ratio deviates from 1.19 The type of study
design is another factor that we need to decide a priori, as
different approaches are used for different study designs.
For example, a trial aiming at testing the hypothesis of the
equivalence of 2 treatments or the noninferiority or superi-
ority of one treatment over another will require different
hypotheses and formulae for sample size calculation.20

Equivalence and noninferiority trials usually require larger
sample sizes.20,22 Null hypotheses for these designs are set
for a prespecified margin of difference rather than for no
difference. For example, noninferiority trials aim to show
that the new treatment is not less effective (noninferior)
than standard treatment within a prespecified noninferiority
margin. This margin indicates the maximum permissible
MID between treatments for noninferiority.22

Sample size calculation is our best estimate of a required
sample size and is never an absolute truth. Based on our
estimates of our treatment effect, a priori sample size is our
“best guess.” Because the estimated sample size represents
the minimum allowable numbers, factors such as antici-
pated losses to follow-up, subgroup analyses and compli-

cated designs require a larger sample size and should be
accounted for to ensure adequate level of power through-
out the trial.19 The number of drop-outs, drop-ins and
compliant participants — the proportion of participants
who remain in the study receiving treatment as specified in
the protocol for the duration of study — should be ac -
counted for in the calculation.11,19 For example, if a surgical
treatment is compared with a medical treatment, the likeli-
hood of compliance in the medical treatment group is
expected to be lower than in the surgical treatment group
(i.e., 90%). The proportional increase in sample size to
maintain 80% power is 1.2 [F = 1/(c1 + c2 – 1)2],  where F is
inflation factor and c1 and c2 are the compliance propor-
tions of participants.19 More detailed information on neces-
sary adjustments to the calculated sample size to account
for factors that affect power can be found elsewhere.21,23

HOW DO WE PERFORM THE CALCULATIONS?

In this section, we provide 2 simple examples of sample
size calculations for an RCT comparing 2 independent
groups of equal size for a 2-sided hypothesis test.14,21 We
also provide examples of how to report sample size calcu-
lation in your protocol. We assume a probability of 0.05
for α error (α/2 = 0.025 in each direction) and a probabil-
ity of 0.2 for β error for both examples. With α = 0.05 and
β = 0.2 (80% power), the percentiles from the standard
normal distribution curve are zα/2 = 1.96 and zβ = 0.84. The
z values for conventional levels of α and β for a 2-sided
test are shown in Table 2.14

Example 1: time to union as a continuous outcome

Suppose we consider an MID of 2 weeks between the time
to union of intramedullary nail with and without reaming
in patients with fractured tibia to be clinically relevant and
specified to detect with 80% power a significance level of
0.05. A previous study on similar patients, similar inter-
ventions and similar outcome measures suggests approxi-
mate normal distribution and similar standard deviation of
4 weeks for both groups at 6-month follow-up. We now
have all of the specifications for sample size determination

Table 2. Z values for conventional 
αααα and ββββ errors for a 2-sided test 

Error z value 

α  

0.05 1.96 

0.025 2.24 

0.01 2.58 

β  

0.2 0.84 

0.1 1.28 

0.05 1.64 
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and will use the formula summarized in Box 2. This for-
mula can be simplified into (8 × 2/standardized effect
size).23,24 Standardized effect size is defined as an MID
adjusted for population variation (μ2 – μ1/SD), where μ
represents the population mean.

The following wording could be used to describe the
study protocol: “We are planning to compare the time to
union between intramedullary nail with and without ream-
ing in patients with fractured tibia using a ratio of 1:1. In a
previous study, the time to union for both groups was nor-
mally distributed with an SD of 4 weeks. Assuming an MID
of 2 weeks, we will need to enrol a minimum of 63 patients
per group to be able to reject a null hypothesis of no differ-
ence in means of time to union between the 2 groups with
80% power. The type-I error probability associated with
this 2-sided test of the null hypothesis is 0.05.”

Example 2: union as a binary outcome

For a binary outcome measure, calculating the sample size
is somewhat different. The size of the sample is calculated
based on the number of events or occurrence of the out-
come in each group. Consequently, with a binary outcome

variable, we will require a larger sample size to detect a
difference than for the continuous outcome variable. Sam-
ple size can be reduced by increasing the number of events
(e.g., by including high-risk patients, by increasing the
duration of follow-up).14

Suppose we consider an MID of 0.1 (10%) in the pro-
portion of union between intramedullary nail with and
without reaming in patients with tibia fracture to be clin -
ically relevant and specified to detect with 80% power a
significance level of 0.05. From our pilot study, the propor-
tion of union was 0.85 for intramedullary nail without
reaming and 0.95 for intramedullary nail with reaming at
6-month follow-up. The sample size formula for binary
outcome measure and calculations is summarized in Box 3.

The following wording could be used to describe the
study protocol: “We are planning to compare the propor-
tion of union between intramedullary nail with and with-
out reaming in patients with a fractured tibia at 6-month
follow-up using a ratio of 1:1. From our pilot study, the
proportion of union was 0.85 for intramedullary nail with-
out reaming and 0.95 for intramedullary nail with reaming
within 6 months. Assuming an MID of 0.1, we will need to
enrol at least 140 patients per group to be able to reject a
null hypothesis of no difference in proportions of union
between the 2 groups with 80% power. The type-I error
probability associated with this 2-sided test of this null
hypothesis is 0.05.”

There are different sample size calculation formulae for
different study designs and different outcome measures.
Many formulae for sample size calculations are not as
straightforward as those presented here. Also, since the sta-
tistical methods used for data analysis at the completion of
the trial are closely related to the method of sample size
calculation, they should also be planned a priori and should
be described in detail in the data analysis section. Report-
ing a detailed sample size calculation and a detailed plan of
data analysis is important because it demonstrates how well

Box 2. Sample size calculation for 2 groups of equal sizes for 
a continuous outcome measure 

n = sample size per group 
α = 0.05 
β = 0.2 

σ2 = population variance in mean time to union (standard deviation2) 
µ1 = population mean time to union in intramedullary nail without reaming 
µ2 = population mean time to union in intramedullary nail with reaming 
µ2 – µ1 = minimum important difference to detect in population mean time 
to union between group 1 and group 2 
Hypotheses — null hypothesis ( ): µ2 – µ1 = 0 ; alternative hypothesis: µ2 – µ1 ≠ 0 

 

Box 3 Sample size calculation for two groups of equal sizes for a categorical outcome measure 

n = sample size per group

α = 0.05 

β = 0.2  

p1 = population proportion of union in intramedullary nail without reaming 
p1 (1-p1) = population proportion of nonunion in intramedullary nail without reaming 
p2 = population proportion of union in intramedullary nail with reaming 
p2 (1-p2) = population proportion of nonunion in intramedullary nail with reaming
p2 – p1 = minimum important difference to detect in proportion of union  between group 1 and group 2 
pm = average of p1 and p2 [(p1-p2)/2]  

Hypotheses — null hypothesis: p1  p2 = 0; alternative hypothesis: p1 – – p2  ≠ 0 
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the study was planned and could increase readers’ confi-
dence that methodological issues were handled appropri-
ately. It is essential to account for and inflate the calculated
sample size for unanticipated factors to ensure adequate
power throughout the trial. Otherwise, the sample size cal-
culation may have to be revisited in the case of unantici-
pated factors during the trial.

Achieving the required sample size in studies of rare and
uncommon conditions poses a major challenge in surgical
trials. For example, in a retrospective chart review compar-
ing a laparoscopic Swenson procedure to Swenson trans anal
pull-through in children with Hirschsprung disease, 52 pa -
tients were accrued at a single institution in 10 years.25 If
this question had been designed as a prospective trial with a
minimum of 80% power, it would have taken the investiga-

tors decades to recruit the number of patients needed to
study this question properly. One option for increasing
patient recruitment is to conduct multicentre studies. A
multicentre approach in the study of rare conditions trades
rapid recruitment for the potential drawback of increased
heterogeneity;3 conversely, there are advantages to in -
creased heterogeneity in terms of applicability and general-
izability in surgical trials.

Box 4 provides tips and key considerations on a priori
sample size calculation. Defining the patient population and
detailed eligibility criteria would help when calculating the
recruitment rate and determining how long it might take to
recruit the required sample. Outcome measures should be
chosen with great care, as they can have a great impact on
the findings of a trial. When designing a surgical trial, the
choice and selection of outcome measures is based on what
is important to the patient and on how accurately the
patient’s perception can be captured.3 Indicate whether the
outcome measure is a binary outcome measure or whether
a validated scale, such as a quality of life questionnaire, will
be used. If scales are used, indicate how frequently and how
they are administered. Decide a priori if subgroup and sen-
sitivity analyses are required, and adjust the calculated sam-
ple size accordingly.19

CONCLUSION

Sample size calculation is one of the first and most essential
parts of designing a surgical trial. To make a definitive con-
clusion about the findings of an RCT, it is essential to
ensure at least 80% power throughout the trial. For ethical
and methodological purposes, we strong ly recommend
involving an epidemiologist or a biostatistician at the plan-
ning stage of a study, because these calculations are prone to
bias and because there are ethical and financial costs related
to conducting an RCT. A well-planned and method -
ologically sound protocol will have a strong chance of suc-
cess and of being funded.
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