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CHAPTER-I

Instruction Codes
Author: Dr. Manoj Duhan Vetter: Mr. Sandeep Arya

11 INTRODUCTION

In this chapter we introduce concept of a basic computer and show how its operation can be
specified with register transfer statements. The organization of the computer is defined by its
internal registers, the timing and control structure and the set of instructions that it uses. The
design of the computer is then carried out in detail. Although the basic computer presented in this
chapter is very small compared to commercial computers, it has the advantage of being simple
enough so we can demonstrate the design process without too many complications.

The internal organization of a digital system is defined by the sequence of micro
operations it performs on data stored in its registers. The general-purpose digital computer is
capable of executing various micro operations and, in addition, can be instructed as to what
specific sequence of operations it must perform. The user of a computer can control the process
by means of a program. A program is a set of instructions that specify the operations, operations
operands, and the sequence by which processing has to occur. The data processing task may be
altered by specifying a new program with different instructions or specifying the same
instructions with different data.

A computer instruction is a binary code that specifies a sequence of micro operations for
the computer. Instruction codes together with data are stored in memory. The computer reads
each instruction from memory and places it in a control register. The control then interprets the
binary code of the instructions and proceeds to execute it by issuing a sequence of micro
operations. Every computer has its own unique instruction set. The ability to store and execute
instructions, the stored program concept, is the most important property of a general-purpose
computer.

An instruction code is a group of bits that instruct the computer to perform a specific
operation. It is usually divided into parts, each having its own particular interpretation. The most
basic part of an instruction code is its operation part. The operation code of an instruction is a
group of bits that define such operations as add, subtract, multiply, shift, and complement. The
number of bits required for the operation code of an instruction depends on the total number of
operations available in the computer. The operation code must consists of at least n bits for a
given 2” (or less) distinct operations. As an illustration, consider a computer with 64 distinct
operations, one of them being an ADD operation. The operation code consists of six bits, with a
bit configuration 110010 assigned to the ADD operation. When this operation code is decoded in
the control unit, the computer issues control signals to read an operand from memory and add the
operand to a processor register.

At this point we must recognize the relationship between a computer operation and a
micro operation. An operation is part of an instruction stored in computer memory. It is a binary
code tells the computer to perform a specific operation. The control unit receives the instruction
from memory and interprets the operation code bits. It then issues a sequence of control signals to
initiate microoperations in internal computer registers. For every operation come, the control
issues a sequence of microoperations needed for the hardware implementation of the specified
operation. For this reason, an operation code is sometimes called a microoperation because it
specifies a set of microoperations.



The operation part of an instruction code specifies the operation to be performed. This
operation must be performed on some data stored in processor registers or in memory. An
instruction code must therefore specify not only the operation but also the registers or the
memory words where the operands are to be found, as well as the register or memory word where
the result is to be stored. Memory words can be specified in instruction codes by their address.
Processor registers can be specified by assigning to the instruction another binary code of k bits
that specifies one of 2* registers. There are many variations for arranging the binary code of
instructions, and each computer has its own particular instruction code format. Instruction code
formats are conceived computer designers who specify the architecture of the computer. In this
chapter we choose a particular instruction code to explain the basic organization and design of
digital computers.

1.2 STORED PROGRAM ORGANIZATION

The simplest way to organize a computer is to have one processor register and instruction
code format with two parts. The first part specifies the operation to be performed and the second
specifies an address. The memory address tells the control where to find an operand in memory.
This operand is read from memory and used as the data to be operated on together with the data
stored in the processor register.

Figure 1.1 depicts this type of organization. Instructions are stored in one section of
memory and data in another. For a memory unit with 4096 words we need 12 bits to specify an
address since 22 = 4096. If we store each instruction code in one 16-bit memory word, we have
available four bits for the operation code (abbreviated op code) to specify one out of 16 possible
operations, and 12 bits to specify the address of an operand. The control reads a 16-bit instruction
from the program portion of memory. It uses the 12-bit address part of the instruction to read a
16-bit operand from the data portion of memory. It then executes the operation specified by the
operation code.

Figure 1.1 Organization for stored program
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Computers that have a single- processor register usually assign to it the name accumulator and
label it AC. The operation is performed with the memory operand and the content of AC.

If an operation in an instruction code does not need an operand from memory, the rest of
the bits in the instruction can be used for other purposes. For example, operations such as clear
AC, complement AC, and increment AC operate on data stored in the AC register. They do not
need an operand from memory. For these types of operations, the second part of the instruction
code (bits 0 through 11) is not needed for specifying a memory address and can be used to specify
other operations for the computer.

1.3 INDIRECT ADDRESS

It is sometimes convenient to use the address bits of an instruction code not as an address
but as the actual operand. When the second part of an instruction code specifies an operand, the
instruction is said to have an immediate operand. When the second part specifies the address of
an operand, the instruction is said to have a direct address. This is in contrast to a third possibility
called indirect address, where the bits in the second part of the instruction designate an address of
a memory word in which the address of the operand is found. One bit of the instruction code can
be used to distinguish between a direct and an indirect address.

As an illustration of this configuration, consider the instruction code format shown in Fig.
1.2(a). It consists of a 3-bit operation code, a 12-bit address, and an indirect address mode bit
designated by 1. The mode bit is 0 for a direct address and 1 for an indirect address. A direct
address instruction is shown in Fig. 1.2(b). It is placed in address 22 in memory. The 1 bit is 0, so
the instruction is recognized as a direct address instruction. The op code specifies an ADD
instruction, and the address part is the binary equivalent of 457. The control finds the operand in
memory at address 457 and adds it to the content of AC. The instruction in address 35 shown in
Fig. 1-2(c) has mode bit | = 1. Therefore, it is recognized as an indirect address instruction. The
address part is the binary equivalent of 300. The control gives to address 300 to find the address
of the operand. The address of the operand in this case is 1350. The operand found in address
1350 is then added to the content of AC. The indirect address instruction needs two references to
memory to fetch an operand. The first reference is needed to read the address of the operand; the
second is for the operand itself. We define the effective address to be the address of the operand
in a computation-type instruction or the target address in a branch-type instruction. Thus the
effective address in the instruction of Fig. 1-2(b) is 457 and in the instruction of Fig 1-2(c) is
1350.

The direct and indirect addressing modes are used in the computer presented in this
chapter. The memory word that holds the address of the operand in an indirect address instruction
is used as a pointer to an array of data. The pointer could be placed in processor register instead
of memory as done in commercial computers.

1-4 COMPUTER REGISTERS

Computer instructions are normally stored in consecutive memory locations and are executed
sequentially one at a time. The control reads an instruction from a specific address in memory and
executes it. It then continues by reading the nest instruction in sequence and executes it, and so
on. This type of instruction sequencing needs a counter to calculate the address of the next
instruction after execution of the current instruction is completed. It is also necessary to provide a
register in the control unit for storing the instruction code after it is read from memory. The
computer needs processor registers for manipulating data and a register for holding a memory
address. These requirements dictate the register configuration shown in Fig. 1-3. The registers are



also listed in Table 1-1 together with a brief description of their function and the number of bits
that they contain.

15 14 12 11 0
1 Opcode Address
(@) Instruction format
Memory Memory
22| 0 | ADD | 457 25| 1 | ADD | 300
300 1350
457 Operand
1350 Operand
—» —»
AC AC
(b) Direct address (c) Indirect address

Figure 1-2 Calculation of direct and indirect address.

The memory unit has a capacity of 4096 words and each word contains 16 bits. Twelve
bits of an instruction word are needed to specify the address of an operand. This leaves three bits
for the operation part of the instruction and a bit to specify a direct or indirect address. The data
register (DR) holds the operand read from memory. The accumulator (AC) register is a general-
purpose processing register. The instruction read form memory is placed in the instruction
register (IR). The temporary register (TR) is used for holding temporary data during the
processing.

Table 1-1 List of Registers for Basic Computer

Register Number Register name Function
symbol of bits
DR 16 Data register Holds memory operand
AR 12 Address register Holds address for memory
AC 16 Accumulator Processor register

IR 16 Instruction register ~ Holds instruction code



PC 12 Program counter Holds address of instruction
TR 16 Temporary register  Holds temporary data
INPR 8 Input register Holds input character
OUTR 8 Output register Holds output character

The memory address register (AR) has 12 bits since this is the width of a memory
address. The program counter (PC) also has 12 bits and it holds address of the next instruction to
be read from memory after the current the instruction is executed. The PC goes through a
counting sequence and causes the computer to read sequential instructions previously stored in
memory. Instruction words are and executed in sequence unless a branch instruction is
encountered. A branch instruction calls for a transfer to a nonconsecutive instruction in the
program. The address part of a branch instruction is transferred to PC to become the address of
the next instruction. To read an instruction, the content of PC is taken as the address for memory
and a memory read cycle is initiated. PC is then incremented by one, so it holds the address of the
next instruction in sequence.

Two registers are used for input and output. The input register (INPR) receives an 8-bit
character from an input device. The output register (OUTR) holds an 8-bit character for an output
device.

11 0
PC
11 0
AR Memory
15 4096 words
0 16 bits per word
IR
15 o 15 0
TR DR
7 0 7 0 15 0
INPR AC

Figure 1-3 Basic computer registers and memory.

1.5 COMMON BUS SYSTEM

The basic computer has eight registers, a memory unit, and a control unit. Paths must be
provided to transfer information from one register to another and between memory and registers.
The number of wires will be excessive if connections are made between the outputs of each
register and the inputs of the other registers. A more efficient scheme for transferring information
in a system with many registers is to use a common bus. It is known that how to construct a bus



system using multiplexers or three-state buffer gates. The connection of the registers and memory
of the basic computer to a common bus system is shown in Fig. 1-4.

The outputs of seven registers and memory are connected to the common bus. The
specific output that is selected for the bus lines at any given time is determined from the binary
value of the selection variables S,S;, and Sp. The number along each output shows the decimal
equivalent of the required binary selection. For example, the number along the output of DR is 3.
the 16-bit outputs of DR are placed on the bus lines when S, S; Sp = 011 since this is the binary
value of decimal 3. The lines from the common bus are connected to the inputs of each register
and the data input of each register and the data inputs of the memory. The particular register
whose LD (load) input is enabled receives the data from the bus during the next clock pulse
transition. The memory receives the contents of the bus when its write input is activated. The
memory places its 16-bit output onto the bus when the read input is activated and S, S; Sp = 111.
Four registers, DR, AC, IR, and TR, have 16-bits each. Two registers, AR and PC, have 12 bits
each since they hold a memory address. When the contents of AR or PC are applied to the 16-bit
common bus, the four most significant bits are set to 0’s. When AR or PC receives information
from the bus, only the 12 least significant bits are transferred into the register.

The input register INPR and the output register OUTR have 8 bits each and communicate
with the eight least significant bits (LSB) in the bus. INPR is connected to provide information to
the bus but OUTR can only receive information from the bus. This is because INPR receives a
character from an input device which is then transferred to AC. OUTR receives a character from
AC and delivers it to an output device. There is no transfer from OUTR to any of the other
registers.

The 16 lines of the common bus receive information from sex registers and the memory
unit. The bus lines are connected to the inputs of six registers and the memory. Five registers
have three control inputs: LD (load), INR (increment) and CLR (clear). This type of register is
equivalent to a binary counter with parallel load and synchronous clear. The increment operation
is achieved by enabling the count input of the counter. Two registers have only a LD input.

The input data and output data of the memory are connected to the common bus, but the
memory address is connected to AR. Therefore, AR must always be used to specify a memory
address. By using a single register for the address, we eliminate the need for an address bus that
would have been needed otherwise. The content of any register can be specified for the memory
data input during a write operation. Similarly, any register can receive the data from memory
after a read operation except AC.

The 16 inputs of AC come from an adder and logic circuit. This circuit has three sets of
inputs. One set of 16-bit inputs come from the outputs of AC. They are used to implement
register micro-operations such as complement AC and shift AC. Another set of 16-bit inputs
come from the data register DR. The inputs from DR and AC are used for arithmetic and logic
micro-operations, such as add DR to AC or and DR to AC. The result of an addition is transferred
to AC and the end carry-out of the addition is transferred to flip-flop E (extended AC bit). A third
set of 8-bit inputs come from the input register INPR.

Note that the content of any register can be applied onto the bus and an operation can be
performed in the adder and logic circuit during the same clock cycle. The clock transition at the
end of the cycle transfers the content of the bus into the designated destination register and the
output of the adder and logic circuit into AC. For example, the two micro-operations:

DR « ACand AC « DR
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Figure 1.4 Basic registers which are connected to a common bus

can be executed at the same time. This can be done by placing the content of AC on the bus (with
S,S:1Sy = 100), enabling the LD(load) input of DR, transferring the content of DR through the



adder and logic circuit into AC, and enabling the LD (load) input of AC, all during the same
clock cycle. The two transfers occur upon the arrival of the clock pulse transition at the end of the
clock cycle.
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SUMMARY

The organization of the computer is defined by its internal registers, the timing and
control structure, and the set of instructions that it uses.

The user of a computer can control the process by means of a program. A program is a
set of instructions that specify the operations, operations operands, and the sequence by
which processing has to occur.

The general-purpose digital computer is capable of executing various micro operations
and, in addition, can be instructed as to what specific sequence of operations it must
perform.

An operation is part of an instruction stored in computer memory. It is a binary code tells
the computer to perform a specific operation.

The operation part of an instruction code specifies the operation to be performed.

Instruction code formats are conceived computer designers who specify the architecture
of the computer.

The simplest way to organize a computer is to have one processor register and instruction
code format with two parts. The first part specifies the operation to be performed and the
second specifies an address.

Computer instructions are normally stored in consecutive memory locations and are
executed sequentially one at a time.

The direct and indirect addressing modes are used in the computer.

The memory word that holds the address of the operand in an indirect address instruction
is used as a pointer to an array of data. The pointer could be placed in processor register
instead of memory as done in commercial computers.

The basic computer has eight registers, a memory unit, and a control unit. Paths should be
provided to transfer information from one register to another and between memory and
registers.

The output of seven registers and memory are connected to the common bus.

The lines from the common bus are connected to the inputs of each register and the data
input of each register and the data inputs of the memory.

The 16 lines of the common bus receive information from sex registers and the memory
unit. The bus lines are connected to the inputs of six registers and the memory.

The content of any register can be applied onto the bus and an operation can be
performed in the adder and logic circuit during the same clock cycle.

The input data and output data of the memory are connected to the common bus, but the
memory address is connected to AR.

Content of any register can be applied onto the bus and an operation can be performed in
the adder and logic circuit during the same clock cycle.
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18. The clock transition at the end of the cycle transfers the content of the bus into the

designated destination register and the output of the adder and logic circuit into AC.
SELF ASSESSMENT

What is a computer instruction and what are the ways for specifying them?
What is addressing? What are direct and indirect addressing?
Draw and explain the common bus system.

What are computer registers? Draw and explain the computer registers
organization.

A computer uses a memory unit with 256K words of 32 bits each. A binary
instruction code is stored in one word of memory. The instruction has four parts:
an indirect bit, an operation code, a register code part to specify one of 64
registers, and an address part.

a. How many bits are there in the operation code, the register code part, and the
address part?

b. Draw the instruction word format and indicate the number of bits in each part.
c. How many bits are there in the data and address inputs of the memory?

What is the difference between a direct and an indirect address instruction? How
many references to memory are needed for each type of instruction to bring an
operand into a processor register?

The following control inputs are active in the bus system shown in Fig. 1-4. For
each case, specify the register transfer that will be executed during the next clock
transition.

S; |S1 | So LD of register Memory | Adder
a. 1 1 |1 IR Read —
b. 1 1 |0 PC _ _
C. 1 |0 |0 DR Write —
d. 0 0 |0 AC — Add

The following register transfers are to be executed in the system of Fig. 1-4. For
each transfer, specify: (1) the binary value that must be applied to bus select
inputs Sy, S; and Sp; (2) the register whose LD control input must be active (if
any); (3) a memory read or write operation (if needed); and (4) the operation in
the adder and logic circuit (if any).

a. AR <« PC
b. IR « M[AR]
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c. M[AR]« TR
d. AC <« DR,DR « AC (done simultaneously)

What are the two instructions needed in the basic computer in order to set the E
flip-flop to 1?

The content of AC in the basic computer is hexadecimal A937 and the initial
value of E is 1. Determine the contents of AC, E, PC, AR, and IR in hexadecimal
after the execution of the CLA instruction. Repeat 11 more times, starting from
each one of the register-reference instructions. The initial value of PC is
hexadecimal 021.



CHAPTER -1l

REGISTER TRANSFER AND MICROOPERATIONS

Author: Dr. Manoj Duhan Vetter: Mr. Sandeep Arya
2.1 REGISTER TRANSFER LANGUAGE

A digital system is an interconnection of digital hardware modules that accomplish a specific
information-processing task. Digital systems vary in size and complexity from a few integrated
circuits to a complex of interconnected and interacting digital computers. Digital system design
invariably uses a modular approach. The modules are constructed from such digital components as
registers, decoders, arithmetic elements, and control logic. The various modules are interconnected
with common data and control paths to form a digital computer system.

Digital modules are best defined by the registers they contain and the operations that are
performed on the data stored in them. The operations executed on date stored in registers are called
microoperations. A microoperation is an elementary operation performed on the on the information
stored in one or more registers. The result of the operation may replace the previous binary
information of a register or may be transferred to another register. Examples of microoperations are
shift, count, clear, and load. Some of he digital components introduced here in this chapter are
registers that implement microoperations. For example, a counter with parallel load is capable of
performing the micro operations increment and load. A bidirectional shift register is capable of
performing the shift right and shift left microoperations.

The internal hardware organization of a digital computer is best defined by specifying
1. The set of registers it contains and their function.
2. The sequence of microoperations performed on the binary information stored in the registers.
3. The control that initiates the sequence of microoperations.

It is possible to specify the sequence of microoperations in a computer by explaining every
operation in words, but this procedure usually involves a lengthy descriptive explanation. It is more
convenient to adopt a suitable symbolic representation to describe the sequence of transfers between
registers and the various arithmetic and logic microoperations associated with the transfers. The use
of symbols instead of a narrative explanation provides an organized and concise manner for listing the
microoperation sequences in registers and the control functions that initiate them.

The symbolic notation used to describe the microoperation transfers among registers is called
a register transfer language. The term “register transfer” implies the availability of hardware logic
circuits that can perform a stated microoperation and transfer the result of the operation to the same or
another register. The word “language” is borrowed from programmers, who apply this term to
programming languages. A programming language is a procedure for writing symbols to specify a
given computational process. Similarly, a natural language such as English is a system for writing
symbols and combining them into words and sentences for the purpose of communication between
people. A register transfer language is a system for expressing in symbolic form the microoperation
sequences among the registers of a digital module. It is a convenient tool for describing the internal
organization of digital computers in concise and precise manner. It can also be used to facilitate the
design process of digital systems

The register transfer language adopted here is believed to be as simple as possible, so it
should not take very long to memorize. We will proceed to define symbols for various types of
microoperations, and at the same time, describe associated hardware that can implement the stated
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microoperations. The symbolic designation introduced in this chapter will be utilized in subsequent
chapters to specify the register transfers, the microoperations, and the control functions that describe
the internal hardware organization of digital computers. Other symbology in use can easily be
learned once this language has become familiar, for most of the differences between register transfer
languages consist of variations in detail rather than in overall purpose.

2.2 REGISTER TRANSFER

Computer registers are designated by capital letters (sometimes followed by numerals) to denote the
function of the register. For example, the register that holds an address for the memory unit is usually
called a memory address register and is designated by the name MAR. Other designations for
registers are PC (for program counter), IR (for instruction register, and R1 (for processor register).
The individual flip-flops in an n-bit register are numbered in sequence from 0 through n — 1, starting
from 0 in the rightmost position and increasing the numbers toward the left. Figure 2-1 shows the
representation of registers in block diagram form. The most common way to represent a register is by
a rectangular box with the name of the register inside, as in Fig. 2-1(a). The individual bits can be
distinguished as in (b). The numbering of bits in a 16-bit register can be marked on top of the box as
shown in (c). A 16-bit register is partitioned into two parts in (d). Bits 0 through 7 are assigned the
symbol L (for low byte) and bits 8 through 15 are assigned the symbol H (for high byte). The name
of the 16-bit register is PC. The symbol PC (0-7) or PC(L) refers to the low-order byte and
PC(8-15) or PC(H) to the high-order byte.

Information transfer from one register to another is designated in symbolic form by means of
a replacement operator. The statement denotes a transfer of the content of

R2 < R1

register R1 into register R2. It designates a replacement of the content of R2 by the content of R1.
By definition, the content of the source register R1 does not change after the transfer.

A statement that specifies a register transfer implies that circuits are available from the
outputs of the source register to the inputs of the destination register and that the destination register
has a parallel load capability. Normally, we want the transfer to

Figure 2.1 Block diagram of register.

R1 76 5 43 2 10
(a) Register R (b) Showing individual bits
15 0 15 8 7 0
R2 PC (H) PC (L)
(c) Numbering of bits (d) Divided into two parts

Occur only under a predetermined control condition. This can be shown by means of an if-then
statement.
If (P =1) then (R2 < R1)

where P is a control signal generated in the control section. It is sometimes convenient to separate the
control variables from the register transfer operation by specifying a control function. A control
function is a Boolean variable that is equal to 1 or 0. The control function is included in the statement
as follows

P:R2«R1
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The control condition is terminated with a colon. It symbolizes the requirement that the
transfer operation be executed by the hardware only if P = 1.

Every statement written in a register transfer notation implies a hardware construction for
implementing the transfer. Figure 2.2 shows the block diagram that depicts the transfer from R1 to
R2. The letter n will be used to indicate any number of bits for the register. It will be replaced by an
actual number when the length of the register is known. Register R2 has a load input that is activated
by the control variable P. It is assumed that the control variable is synchronized with the same clock
as the one applied to the register. As shown in the timing diagram, P is activated in the control

Control P Loa

circuit R2 Clock

R1

(a) Block diagram

t t+1

CIock—I_ _I—

Load / N
Transfer occurs here J

(b) Timing diagram
Fig: 2.2
section by the rising edge of a clock pulse at time t. The next positive transition of the clock at time t
+ 1 finds the load input active and the data inputs of R2 are then loaded into the register in parallel. P

may go back to O at time t + 1; otherwise, the transfer will occur with every clock pulse transition
while P remains active.

Note that the clock is not included as a variable in the register transfer statements. It is
assumed that all transfers occur during a clock edge transition. Even though the control condition
such as P becomes active just after time t, the actual transfer dose not occur until the register is
triggered by the next positive transition of the clock at time t +1.

The basic symbols of the register transfer notation are listed in Table 2-1. Registers are
denoted by capital letters, and numbers may follow the letters. Parentheses are used to denote a part
of a register by specifying the range of bits or by giving a symbol name to a portion of a register. The
arrow denotes a transfer of information and the direction of transfer. A comma is used to separate two
or more operations that are executed at the same time. The statement

T:R2 < R1, R1«R2

denotes an operation that exchanges the contents of two registers during one common clock pulse
provided that T = 1. This simultaneous operation is possible with registers that have edge-triggered
flip-flops.
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TABLE 2-1 Basic Symbols for Register Transfers

Symbol Description Examples
Letters Denotes a register MAR, R2
(and numerals)
Parentheses ( ) Denotes a part of a register R2(0-7), R2 (L)
Arrow « Denotes transfer of information R2 « R1
Comma, Separates two microoperations R2 <« R1,R1 « R2

2-3 BUS AND MEMORY TRANSFERS

A typical digital computer has many registers, and paths must be provided to transfer in
formation form one register to another. The number of wires will be excessive if separate lines are
used between each register and all other registers in the system. A more efficient scheme for
transferring information between registers in a multiple-register configuration is a common bus
system. A bus structure consists of a set of common lines, one for each bit of a register, through
which binary information is transferred one at a time. Control signals determine which register is
selected by the onus during each particular register transfer.

One way of constructing a common bus system is with multiplexers. The multiplexers select
the source register whose binary information is then placed on the bus. The construction of a bus
system for four registers is shown is Fig. 2-3. Each register has four bits, numbered 0 through 3. The
bus consists of four 4 x 1 multiplexers each having four data inputs, 0 through 3, and two selection
inputs, S; and So. In order not to complicate the diagram with 16 lines crossing each other, we use
labels to show the connections from the outputs of the registers to the inputs of the multiplexers. For
example, output 1 of register A is connected to input 0 of MUX 1 because this input is labeled A;.
The diagram shows that the bits in the same significant position in each register are connected to the
data inputs of one multiplexer to form one line of the bus. Thus MUX 0 multiplexes the four 0 bits of
the registers, MUX 1 multiplexes the four 1 bits of the registers, and similarly for the other two bits.

The two selection lines S; and S, are connected to the selection inputs of all four
multiplexers. The selection lines choose the four bits of one register and transfer them into the four-
line common bus. When S; Sp = 00, the 0 data inputs of all four multiplexers are selected and applied
to the outputs that form the bus. This causes the bus lines to receive the content of register A since the
outputs of this register are connected to the Odata inputs of the multiplexers. Similarly, register B is
selected if S;Sy = 01, and so on. Table 2-2 shows the register that is selected by the bus for each of the
four possible binary value of the selection lines.

In general, a bus system will multiples k registers of n bits each to produce an n-line common
bus. The number of multiplexers needed to construct the bus is equal to n, the number of bits in each
register. The size of each multiplexer must be k x1 since it multiplexes k data lines. For example, a
common bus for eight registers of 16 bits each requires 16 multiplexers, one for each line in the bus.
Each multiplexer must have eight data input lines and three selection lines to multiplex one
significant bit in the eight registers.
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TABLE 2-2

Function Table for Bus of Fig. 2-3

S So Register selected
0 0 A
0 1 B
1 0 C
1 1 D

The transfer of information from a bus into one of many destination registers can be
accomplished by connecting the bus lines to the inputs of all destination registers and activating the
load control of the particular destination register selected. The symbolic statement for a bus transfer
may mention the bus or its presence may be implied in the statement. When the bus is includes in the

statement, the register transfer is symbolized as follows:
R1 « BUS

BUS « C,
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The content of register C is placed on the bus, and the content of the bus is loaded into
register R1 by activating its load control input. If the bus is known to exist in the system, it may be
convenient just to show the direct transfer.

Rl1«C

From this statement the designer knows which control signals must be activated to produce
the transfer through the bus.

2.3.1 THREE-STATE BUS BUFFERS

A bus system can be constructed with three-state gates instead of multiplexes. A three-state
gate is a digital circuit that exhibits three states. Two of the states are signals equivalent to logic 1 and
0 as in a conventional gate. The third state is a high-impedance state. The high-impedance state
behaves like an open circuit which means that the output is disconnected and does not have a logic
significance. Three-state gates may perform any conventional logic, such as AND or NAND.
However, the one most commonly used in the design of a bus system is the buffer gate.

The graphic symbol of a three-state buffer gate is shown in Fig. 2-4. it is distinguished from a
normal buffer by having both a normal input and a control input. The control input determines the
output state. When the control input is equal to 1, the output is enabled and the gate behaves like any
conventional buffer, with the output equal to the normal input. When the control input is 0, the output
is disabled and the gate gives to a high-impedance state, regard less of the value in the normal input.
The high-impedance state of a three-state gate provides a special feature not available in other gates.
because of this feature, a large number of three-state gate outputs can be connected with wires to form
a common bus line without endangering loading effects.

The construction of a bus system with three-state buffers is demonstrated in Fig. 2-5. The
outputs of four buffers are connected together to form a single bus line. (It must be realized that this
type of connection cannot be done with gates that do not have three-state outputs.) the control inputs
to the buffers determine which of the four normal inputs will communicate with the us line. No more
than one buffer may be in the active state at any given time. ;the connected buffers must be controlled
so that only one three-state buffer bas access to the bus line while all other buffers are maintained in a
high-impedance state.

One way to ensure that no more than one control input is active at any given time is to use a
decoder, as shown in the diagram. When the enable input of the decoder is 0, all of tits four outputs
are 0, and the bus line is in a high-impedance state because all four buffers are disabled. When the
enable input is active, one of the three-state buffers will be active, depending on the binary value in
the select inputs of the decoder. Careful investigation will reveal that Fig. 2-5 is another way of
constructing a 4 x 1 multiplexer since the circuit can replace the multiplexer in Fig. 2-3.

To construct a common bus for four registers on n bits each using three- state buffers, we need n
circuits with four buffers in each as shown in Fig. 2-5. Each group of four buffers receives one
significant bit from the four registers. Each common output produces one of the lines for the common
bus for a total of n lines. Only one decoder is necessary to select between the four register.

Figure 2-4 Graphic symbols for three-state buffer.

Normal input A Output Y =AifC=1
High-impedance if C=0

Control input C
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Figure 2-5 Bus line with three state-buffers.

2.3.2 MEMORY TRANSFER

The transfer of information from a memory word to the outside environment is called a read
operation. The transfer of new information to be stored into the memory is called a write operation. A
memory word will be symbolized by the letter M. The particular memory word among the many
available is selected by the memory address during he transfer. It is necessary to specify the address
of M when writing memory transfer operations; this will be done by enclosing the address in square
brackets following the letter M.

Consider a memory unit that receives the address form a register, called the address register,
symbolized by AR. The data are transferred to another register, called the data register, symbolized
by DR. the read operation can be stated as follows:

Read: DR « M[AR]

This causes a transfer to information into DR from the memory word M selected by the address in
AR.

The write operation transfers the content of a data register to a memory word M selected by
the address. Assume that the input data are in register R1 and the address is in AR. The write
operation can be stated symbolically as follows:

Write: M [AR] « R1
This causes transfer of information from R1 into the memory word M selected by the address in AR.
2-4 ARITHMETIC MICRO OPERATIONS

A micro operation is an elementary operation performed with the data stored in registers. The
microoperations most often encountered in digital computers are classified into four categories:

1. Register transfer microoperations transfer binary information from one register to another.
2. Arithmetic micro operations perform arithmetic operation on numeric data stored in registers.
3. Logic micro operations perform bit manipulation operations on non-numeric data stored in

registers.
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4, Shift microoperations perform shift operations on data stored in registers.

The register transfer microoperation was introduced in Sec. 1-2. This type of microoperation
dies not change the information content when the binary information moves from the source register
to the destination register. The other three types of microoperation change the information content
during the transfer. In this section we introduce a set of arithmetic microoperations.

The basic arithmetic microoperations are addition, subtraction, increment, decrement, and
shift. Arithmetic shifts are explained later in conjunction with the shift microoperations. The
arithmetic microoperation defined by the statement

R3 < R1+R2

specifies an add microoperation. It states that the contents of register R1 are added to the contents of
register R2 and the sum transferred to register R3. To implement this statement with hardware we
need three registers and the digital component that performs the addition operation. The other basic
arithmetic microoperations are listed in Table 4-3. Subtraction is most often implemented through
complementation and addition. Instead of using the minus operator, we can specify the subtraction by
the following statement:

R3« R1+ R2 +1

R2 is the symbol for the 1’s complement of R2. Adding 1 to the 1’s complement produces the 2’s
complement. Adding the contents of R1 to the 2’s complement of R2 is equivalent to R1 — R2.

TABLE 2-3 Arithmetic Microoperations

Symbolic designation Description
R3 <« R1+R2 Contents of R1 plus R2 transferred to R3
R3 « R1-R2 Contents of R1 minus R2 transferred to R3
R2 « R2 Complement the contents of R2 (1’s complement)
R2 R2 +1 2’s complement the contents of R2 (negate)

R3«R1+ R2 +1 R1 plus the 2’s complement of R2 (subtraction)
R1< R1+1 Increment the contents of R1 by one

Rl1< R1-1 Decrement the contents of R1 by one

The increment and decrement microoperations are symbolized by plus-one and minus-one
operations, respectively. These microoperations are implemented with a combinational circuit or with
a binary up-down counter.

The arithmetic operations of multiply and divide are not listed in Table 2-3. These two
operations are valid arithmetic operations but are not included in the basic set of microoperations. The
only place where these operations can be considered as microoperations is in a digital system, where
they are implemented by means of a combinational circuit. In such a case, the signals that perform
these operations propagate through gates, and the result of the operation can be transferred into a
destination register by a clock pulse as soon as the output signal propagates through the
combinational circuit. In most computers, the multiplication operation is implemented with a
sequence of add and shift microoperations. Division is implemented with a sequence of subtract and
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shift microoperations. To specify the hardware in such a case requires a list of statements that use the
basic microoperations of add, subtract, and shift (see Chapter 10).

241 BINARY ADDER

To implement the add microoperation with hardware, we need the registers that hold the data and the
digital component that performs the arithmetic addition. The digital circuit that forms the arithmetic
sum of two bits and a previous carry is called a full-adder (see Fig. 2-6). The digital circuit that
generates the arithmetic sum of two binary numbers of any length is called a binry adder. The binary
adder is constructed with full-adder circuits

l—FA<—FA<—FA<—FA<—

v v v v

Cy S3 S, Sy So

Figure 2-6 4-bits binary adder.

connected in cascade, with the output carry from one full-adder connected to the input carry of the
next full-adder. Figure 2-6 shows the interconnections of four full-adders (FA) to provide a 4-bit
binary adder. The augends bits of A and the addend bits of B are designated by subscript numbers
from right to left, with subscript O denoting the low-order bit. The carries are connected in a chain
through the full-adders. The input carry to the binary adder is Co and the output carry is C4. This S
outputs of the full-adders generate the required sum bits.

An n-bit binary adder requires n full —adders. The output carry from each full-adder is
connected to the input carry of the next-high-order full-adder. The n data bits for the A inputs come
from tone register (such as R1), and the n data bits for the B inputs come from another register (such
as R2). The sum can be transferred to a third register or to one of the sourc3e registers (R1 or R2),
replacing its previous content,

2.4.2 Binary Adder-Subtractor

The subtraction of binary numbers can be done most conveniently by means of complements.
Remember that the subtraction A —B can be done by taking the 2’s complement of B and adding it to
A. The 2’s complement can be obtained by taking the 1’s complement and adding one to the least
significant pair of bits. The 1's complement can be implemented with inverters and a one can be
added to the sum through the input carry.

The addition and subtraction operations can be combined into one common circuit by
including an exclusive-OR gate with each full-adder. A 4-bit adder-subtract or circuit is shown in Fig.
2-7. The mode input M controls the operation. When M = 0 the circuit is an adder and when M =1
the circuit becomes a subtractor. Each exclusive-OR gate receives input M and one of the inputs of B.
When M = 0, we have B ® 0 = B. the full-adders receive the value of B, the input carry is 0, and the
circuit performs A plus B. When M = 1, we have B @ 1 = B’ and C, = 1. The B inputs are all
complemented and a 1 is added through the input carry. The circuit performs the operation A plus the
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Figure 2-7 4-bit adder - subtractor.

2’s complement of B. For unsigned, this gives A — B if A > B or the 2’s complement of (B—A) if A <
B. For signed numbers, the result is A — B provided that there is no overflow.

2.43 BINARY INCREMENTER

The increment microoperation adds one to a number in a register. For example, if a 4-bit register ahs
a binary value 0110, it will go to 0111 after it is incremented. This microoperation is easily
implemented with a binary counter. Every time the count enable is active, the clock pulse transition
increments the content of the register by one. There may be occasions when the increment
microoperation must be done with a combinational circuit independent of a particular register. This
can be accomplished by means of half-adders connected in cascade.

The diagram of a 4-bit combinational circuit incrementer is shown in Fig. 2-8. One of the
inputs to the least significant half-adder (HA) is connected to logic-1 and the other input is connected
to the least significant bit of the number to be incremented. The output carry from one half-adder is
connected to one of the inputs of the next-higher-order half-adder. The circuit receives the four bits
from Ag through As, adds one to it, and generates the incremented output in Sy through Ss. The output
carry C, will be 1 only after incrementing binary 1111. This also causes outputs S, through S; to go to 0.

The circuit of Fig. 2-8 can be extended to an N-bit binary incremented by extending the

A3 AZ 11 Ao 1
X y X Yy X y X y
HA HA HA HA
C S C S C S C S
C4 83 SZ So

Figure 2-8 4-bit binary incrementer.

diagram to include n half-adders. The least significant bit must have one input connected to logic-.
The other inputs receive the number to be incremented or the carry from the previous stage.
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245 ARITHMETIC CIRCUIT

The arithmetic microoperations listed in Table 2-3 can be implemented in one composite arithmetic
circuit. The basic component of an arithmetic circuit is the parallel adder. By controlling the data
inputs to the adder, it is possible to obtain different types of arithmetic operations.

The diagram of a 4-bit arithmetic circuit is shown in Fig. 2-9. It has four full-adder circuits
that constitute the 4-bit adder and four multiplexers for choosing different operations. There are two
4-bit inputs A and B and a 4-bit output D. The four inputs from A go directly to the X inputs of the
binary adder. Each of the for inputs from B are connected to the data inputs of the multiplexers. The
multiplexer’s data inputs also receive the complement of B. The other two data inputs are connected
to logic-0 ad logic -1. Logic-0 is fixed voltage value (0 volts for TTL integrated circuits) and the
logic-1 signal can be generated through an inverter whose input is 0. The four multiplexers are
controlled by two selection inputs, S; and S,. The input carry Ci, goes to the carry input of the FA in
the least significant position. The other carries are connected from one stage to the next.

The output of the binary adder is calculated from the following arithmetic sum:
D=A+Y +Cj,

where A is the 4-bit binary number at the X inputs and Y is the 4-bit binary number at the Y inputs of
the binary adder. C;, is the input carry, which can be equal to 0 or 1. Note that the symbol + in the
equation above denotes an arithmetic plus. By controlling the value of Y with the two selection inputs
S; and Sy ad making Ci, equal to 0 or 1, it is possible to generate the eight arithmetic microoperations
listed in Table 2-4.

TABLE 2-4 Arithmetic Circuit Function Table

Select Input Output
S, S, Ci, Y D=A+Y +Cj, Microoperation
0 0 0 B D=A+B Add
0 0 1 B D=A+B+1 Add with carry
0 1 0 R D=A+B Subtract with borrow
0 1 1 R D=A+B+1 Subtract
1 0 0 0 D=A Transfer A
1 0 1 0 D=A+1 Increment A
1 1 0 1 D=A-1 Decrement A
1 1 1 1 D=A Transfer A

When S; So = 00, the value of B is applied to the Y inputs of the adder. If C;, = 0, the output
D=A+B.If Cjy =1, output D = A + B + 1. Both cases perform the add microoperation with or
without adding the input carry.

When S; Sy =01, the complement of B is applied to the Y inputs of the adder. If Ci, = 1, then

D =A +B+ 1. This produces A plus the 2’s complement of B, which is equivalent to a subtract with
borrow, that is, A— B — 1.
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Figure 2-9 4-bit arithmetic circuit
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When S;S, = 10, the input from B are neglected, and instead, all 0’s are inserted into the Y
inputs. The output becomes D = A + 0 +C;,. This gives D = A when Ci; =0 and D = A +1 when C;, =
1. In the first case we have a direct transfer from input A to output D. In the second case, the value of

A is incremented by 1.

When S; Sp = 11, all 1’s are inserted into the Y inputs of the adder to produce the

decrement operation D = A -1 when Cj,. This is because a number with all 1’s is equal to the 2’s
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complement of 1 (the 2’s complement of binary 0001 is 1111). Adding a number A to the 2’s
complement of 1 produces F = A +2’s complement of 1 = A-1. WhenCj,=1,thenD=A-1+1=
A, which causes a direct transfer from input A to output D. Note that the microoperation D = A is
generated twice, so there are only seven distinct microoperations in the arithmetic circuit.

2-5 LOGIC MICROOPERATIONS

Logic micro operations specify binary operations for strings of bits stored in registers. These
operations consider each it of the register separately and treat them as binary variables. For example,
the exclusive-OR microoperation with the contents of two registers R1 and R2 is symbolized by the
statement

P: Rl«< R1®R2

It specifies a logic microoperation to be executed on the individual bits of the registers
provided that the control variable P = 1. As a numerical example, assume that each register has four
bits. Let the content of R1 be 1010 and the content of R2 be 1100. The exclusive-OR microoperation
stated above symbolizes the following logic computation:

1010 Content of R1
1100 Content of R2

0110 Contentof R1 afterP =1

The content of R1, after the execution of the microoperation, is equal to the bit-by-bit
exclusive-OR operation on pairs of bits in R2 and previous values of R1. the logic microoperations
are seldom used in scientific computations, but they are very useful for bit manipulation of binary
data and for making logical decisions.

Special symbols will be adopted for the logic microoperations OR, AND, and complement, to
distinguish them from the corresponding symbols used to express Boolean functions. The Symbol v
will be used to denote an OR microoperation and the symbol A to denote an AND microoperation.
The complement microoperation is the same as the 1’s complement and uses a bar on top of the
symbol that denotes the register name. By using different symbols, it will be possible to differentiate
between a logic microoperation and a control (or Boolean) function. Another reason for adopting two
sets of symbols is to be able to distinguish the symbol +, when used to symbolize an arithmetic plus,
from a logic OR operation. Although the + symbol has two meaning, it will be possible to distinguish
between them by noting where the symbol occurs. When the symbol + occurs in a control (or
Boolean) function, it will denote an OR operation. We will never use it to symbolize an OR
microoperation. For example, in the statement

P+Q: Rl«<R2+R3,R4 < R5VR6

the + between P and Q is an OR operation between two binary variables of a control function. The +
between R2 and R3 specifies an add microoperation. The OR microoperation is designated by the
symbol v between register R5 and R6.

251 LIST OF LOGIC MICROOPERATIONS

There are 16 different logic operations that can be performed with two binary variables. They
can be determined from all possible truth tables obtained with two binary variables as shown in Table
2-5. in this table, each of the 16 columns F, through Fis represents a truth table of one possible
Boolean function for the
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Table 2-5 Truth Tables for 16 Functions of Two Variables

X 'y F Fi F Fs Fu Fs Fg Fr Fg Fo Fio Fiu Fiu Fis Fuu Fis

o o o 0 o o0 0 0 0 01 1 1 1 1 1 1 1

o1 o 0 o 01 1 1 1 0 O O o0 1 1 1 1

1 o o0 o0 1 1 0 0 1 1 0 0 1 1 O O 1 1

11 o0 1 0 1 0 1 O 1 O 1 O 1 O 1 0 1

two variables x and y. Note that the functions are determined from the 16 binary combinations that
can be assigned to F.

The 16 Boolean functions of two variables x and y are expressed in algebraic form in the first
column of Table 2-6. The 16 logic microoperations are derived from these functions by replacing
variable x by the binary content of register A and variable y by the binary content of register B. It is
important to realize that the Boolean functions listed in the first column of Table 2-6 represent a
relationship between two binary variables x and y. The logic microoperations listed in the second
column represent a relationship between the binary content of two registers A and B. Each bit of the
register is treated as a binary variable and the microoperation is performed on the string of bits stored
in the registers.

TABLE 2-6  Sixteen Logic Micro operations

Boolean function Microoperation Name
Fe O Clear

Fo=0 F«—AAB AND

Fi= xy F«<AAB

F2= Xy’ FeA Transfer A

Fa= X F A AB

Fs= Xy Transfer B
F«<B

Fs=y Exclusive-OR
F«—A®B

Fe=x®y OR
F«<AvVvB

Fr=x+y NOR

, F«<AvB
Fe=(x+Y)

, F« A®B .
Fo=(x@Yy) < Exclusive-NOR
Fio =y’ Fe B Complement B
Fll:)(+y’ F(—A\/E
Fio=X Fe A Complement A

F13:X’+y F«AVB
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Fia= (xy)’ F« AAB
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252 HARDWARE IMPLEMENTATION

The hardware implementation of logic microoperations requires that logic gates be inserted
for each bit or pair of bits in the registers to perform the required logic function. Although there are
16 logic microoperations, most computers use only four --- AND, OR, XOR (exclusive-OR), and
complement by which all others can be derived.

Figure 4-10 shows one stage of a circuit that generates the four basic logic microoperations. It
consists of four gates and a multiplexer. Each of the four logic operations is generated through a gate
that performs the required logic. The outputs of the gates are applied to the data inputs of the
multiplexer. The two selection inputs S; and S, choose one of the data inputs of the multiplexer and
direct its value to the output. The diagram shows one typical stage with subscript i. For a logic circuit
with n bits, the diagram must be repeated n times for i = 0, 1, 2, ..., N —1. The selection variables are
applied to all stages. The function table in Fig. 2-10 (b) lists the logic microoperations obtained for
each combination of the selection variables.

2.5.3 SOME APPLICATIONS

Logic micro operations are very useful for manipulating individual bits or a portion of a word stored
in a register. They can be used to change bit values, delete a group of bits, or insert new bit values
into a register. The following examples show how the bits of one register (designated by A) are
manipulated

Figure 2-10 One stage of logic circuit

So ——

MUX

B;

S S Output Operation

0 0 s AAB | AND

0 1 | E=AvB | OR

XOR

1 | E=A l Complement

YO

(b) Function table

(a) Logic diagram

by logic microoperations as a function of the bits of another register (designated by B). In a typical
application, register A is a processor register and the bits of register B constitute a logic operand
extracted from memory and placed in register B.
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The selective-set operation sets to 1 the bits in register A where there are corresponding 1’s in
register B. It does not affect bit positions that have 0’s in B. The following numerical example
clarifies this operation:

1010 A before
1100 B(logic operand)

1110 A after

The two leftmost bits of B are 1’s, so the corresponding bits of A are set to 1. One of these
two bits was already set and the other has been changed from 0 to 1. The two bits of A with
corresponding 0’s in B remain unchanged. The example above serves as a truth table since it has all
four possible combinations of two binary variables. From the truth table we note that the bits of A
after the operation are obtained from the logic-OR operation of bits in B and previous values of A.
therefore, the OR microoperation can be used to selectively set bits of a register.

The selective-complement operation complements bits in A where there are corresponding
1’sin B. It does not affect bit positions that have 0’s in B. For example:

1010 A before

1100 b (logic operand)
0110 A after

Again the two leftmost bits of B are 1’s, so the corresponding bits of A are complemented. This
example again can serve as a truth table from which one can deduce that the selective-complement
operation is just an exclusive-OR microoperation. Therefore, the exclusive-OR microoperation can be
used to selectively complement bits of a register.

The selective-clear operation clears to 0 the bits in A only where there are corresponding 1°s
in B. or example:

1010 A before
1100 B (logic operand)

0010 A after

Again the two leftmost bits of B are 1’s, so the corresponding bits of A are cleared to 0. One can
deduce that the Boolean operation performed on the individual bits is AB’. The corresponding logic
microoperation is

A—AnrB

The mask operation is similar to the selective-clear operation except that the bits of A are cleared only
where there are corresponding 0’s in B. The mask operation is an AND micro operation as seen from
the following numerical example:

1010 A before
1100 B (logic operand)

1000 A after masking

The two rightmost bits of A are cleared because the corresponding bits of B are 0’s. The two leftmost
bits are left unchanged because the corresponding bits of B are 1’s. The mask operation is more
convenient to use than the selective-clear operation because most computers provide an AND
instruction, and few provide an instruction that executes the microoperation for selective-clear.
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The insert operation inserts a new value into a group of bits. This is done by first masking the
bits and then ORing them with the required value. For example, suppose that an A register contains
eight bits, 0110 10101. To replace the four leftmost bits by the value 1001 we first mask the four
unwanted bits:

0110 1010 A before
0000 1111 B (mask)

00001010 A after masking

and then insert the new value:

0000 1010 A before
1001 0000 B (insert)

10011010 A after insertion

The mask operation is an AND microoperation and the insert operation is an OR microoperation.

The clear operation compares the words in A and B and produces an all 0’s result if the two
numbers are equal. This operation is achieved by an exclusive-OR microoperation as shown by the
following example:

1010 A
1010 B

0000 A<~ A®B

when A and B are equal, the two corresponding bits are either both 0 or both 1. In either case the
exclusive-OR operation produces a 0. The all-0’s result is then checked to determine if the two
numbers were equal.

2-6 SHIFT MICRO OPERATIONS

Shift micro operations are used for serial transfer of data. They are also used in conjunction with
arithmetic, logic, and other data-processing operations. The contents of a register can be shifted to the
left or the right. At the same time that the bits are shifted, the first flip-flop receives its binary
information from the serial input. During a shift-left operation the serial input transfers a bit into the
right most position. During a shift-right operation the serial input transfers a bit into the leftmost
position. The information transferred through the serial input determines the type of shift. There are
three types of shifts: logical, circular, and arithmetic.

A logical shift is one that transfers 0 through the serial input. We will adopt the symbols shl
and shr for logical shift-left and shift-right microoperations. For example:

R1 « Sh1 R1
R2 « shr R2

are two microoperations that specify a 1-bit shift to the left of the content of register R1 and a 1-bit
shift to the right of the content of register R2. The register symbol must be the same on both sides of
the arrow. The bit transferred to the end position through the serial input is assumed to be 0 during a
logical shift.

The circular shift (also known as a rotate operation) circulates the bits of the register around
the two ends without loss of information. This is accomplished by connecting the serial output of the
shift register to its serial input. We will use the symbols cil and cir for the circular shift left and right,
respectively. The symbolic notation for the shift microoperation is shown in Table 2-7.
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TABLE 2-7 Shift Microoperations

Symbolic designation Description
R < shlIR Shift-left register R
R« shrR Shift-right register R
R < CilR Circular shift-left register R
R < CirR Circular shift-right register R
R < ashl R Arithmetic shift-left R
R « ashr R Avrithmetic shift-right R

An arithmetic shift is a microoperation that shifts a signed binary number to the left or right.
An arithmetic shift-left multiplies a signed binary number by 2. An arithmetic shift-right divides the
number by 2. Arithmetic shifts must leave the sign bit unchanged because the sign of the number
remains the same when it is multiplied or

1
L —p»! R Ri» EEm—— Ri Ro
Sign
bit

Figure 2-11 Arithmetic shift right.

divided by 2. The leftmost bit in a register holds the sign bit, and the remaining bits hold the number.
The sign bit is 0 for positive and 1 for negative. Negative numbers are in 2’s complement form.
Figure 4-11 shows a typical register of n bits. Bit R, _; in the leftmost position holds the sign bit. R,_»
is the most significant bit of the number and R is the least significant bit. The arithmetic shift-right
leaves the sign bit unchanged and shifts the number (including the sign bit) to the right. Thus R,
remains the same, R, _, receives the bit from R,_;, and so on tfor the other bits in the register. The
bits in Rq is lost.

The arithmetic shift-left inserts a 0 into Ry, and shifts all other bits to the left. The initial bit of
R, _1 is lost and replaced by the bit from R,_,_ A sign reversal occurs if the bit in R, _; changes in
value after the shift. This happens if the multiplication by 2 causes an overflow. An overflow occurs
after an arithmetic shift left if initially, before the shift, R, is not equal to R, _,. An overflow flip-
flop V, can be used to detect an arithmetic shift-left overflow.

Vi=Rn_1 @Ri-2

If Vs =0, there is no overflow, bit if Vs =1, there is an overflow and a sign reversal after the shift. V;
must be transferred into the overflow flip-flop with the same clock pulse that shifts the register.

SUMMARY

1. A digital system is an interconnection of digital hardware modules that accomplish a specific
information-processing task.

2. Digital system design invariably uses a modular approach.
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The symbolic notation used to describe the micro operation transfers among registers is called a
register transfer language.

It is possible to specify the sequence of micro operations in a computer by explaining every
operation in words, but this procedure usually involves a lengthy descriptive explanation.

Computer registers are designated by capital letters (sometimes followed by numerals) to denote
the function of the register.

Information transfer from one register to another is designated in symbolic form by means of a
replacement operator.

A typical digital computer has many registers, and paths must be provided to transfer in
formation form one register to another. The number of wires will be excessive if separate lines
are used between each register and all other registers in the system.

A bus system can be constructed with three-state gates instead of multiplexes. A three-state gate
is a digital circuit that exhibits three states.

The transfer of information from a memory word to the outside environment is called a read
operation. The transfer of new information to be stored into the memory is called a write
operation. A memory word will be symbolized by the letter M.

A micro operation is an elementary operation performed with the data stored in registers.

To implement the add micro operation with hardware, we need the registers that hold the data
and the digital component that performs the arithmetic addition.

The hardware implementation of logic micro operations requires that logic gates be inserted for
each bit or pair of bits in the registers to perform the required logic function.

Logic micro operations are very useful for manipulating individual bits or a portion of a word
stored in a register.

Shift micro operations are used for serial transfer of data. They are also used in conjunction with
arithmetic, logic and other data-processing operations.

SELF ASSESSMENT

What is typical digital computer? Explain it with the help of block diagram and its various parts.
Explain the significance of the shift micro operations.

What are program interrupts? Explain their significance?

Discuss the input and output operations of the computers system.

Show the block diagram of the hardware that implements the following register transfer
statement:

yT2;R2<+R1, R1«<R2

Represent the following conditional control statement by two register transfer statements with
control functions.

If (P =1) then (R1 < R2) else if (Q = 1) then (R1 < R3)
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What has to be done to the bus system of Fig. 2-3 to be able to transfer information from any
register to any other register? Specifically, show the connections that must be included to provide
a path from the outputs of register C to the inputs of register A.

Draw a diagram of a bus system similar to the one shown in Fig. 2-3, but use three-state buffers
and a decoder instead of the multiplexers.

A digital computer has a common bus system for 16 registers of 32 bits each. The bus is
constructed with multiplexers.

a. How many selection inputs are there in each multiplexer?
b. What size of multiplexers are needed ?
¢. How many multiplexers are there in the bus?
The following transfer statements specify a memory. Explain the memory operation in each case.
a. R2 « M[AR]
b. M[AR] < R3
¢. R5 « M[R5]
Draw the block diagram for the hardware that implements the following statements:
x+yz: AR« AR +BR

where AR and BR are two n-bit registers and x, y, and z are control variables. Include the logic
gates for the control function. (Remember that the symbol + designates an OR operation in a
control or Boolean function but that it represents an arithmetic plus in a microoperation.)

Show the hardware that implements the following statement. Include the logic gates for the
control function and a block diagram for the binary counter with a count enable input.

XyTo+T1+yT, ;AR AR +1

Consider the following register transfer statements for two 4-bit registers R1 and R2.
XT: R1 <« R1+R2
X'T:R1« R2

Every time that variable T = 1, either the content of R2 is added to the content of R1 if x = 1, or
the content of R2 is transferred to R1 if x = 0. Draw a diagram showing the hardware
implementation of the two statements. Use block diagrams for the two 4-bit registers, a 4-bit
adder and a quadruple 2-to-1-line multiplexer that selects the inputs to R1. In the diagram, show
how the control variables x and T select the inputs of the multiplexer and the load input of
register R1.



CHAPTER -1l

COMPUTER INSTRUCTIONS

Author: Dr. Manoj Duhan Vetter: Dr. Pradeep Bhatia
3.1 INTRODUCTION

The basic computer has three instruction code formats, as shown in Fig. 3-1. Each format
has 16 bits. The operation code (opcode) part of the instruction contains three bits and the
meaning of the remaining 13 bits depends on the operation code encountered. A memory-
reference instruction uses 12 bits to specify an address and one bit to specify the addressing mode
I. 1 is equal to O for direct address and to 1 for indirect address. The register-reference instructions
are recognized by the operation code 111 with a 0 in the leftmost bit (bit 15) of the instruction. A
register-reference instruction specifies an operation on or a test of the AC register. An operand
from memory is not needed; therefore, the other 12 bits are used to specify the operation or test to
be executed. Similarly, an input-output instruction does not need a reference to memory and is
recognized by the operation code 111 with a 1 in the leftmost bit of the instruction. The remaining
12 bits are used to specify the type of input-output operation or test performed.

The type of instruction is recognized by the computer control from the four bits in
positions 12 through 15 of the instruction. If the three op code bits in positions 12 though 14 are
not equal to 111, the instruction is a memory-reference type and the bit in position 15 is taken as
the addressing mode I. If the 3-bit op code is equal to 111, control then inspects the bit in position
15. If this bit is 0, the instruction is a register-reference type. If the bit is 1, the instruction is an

15 14 12 11 0

(Opcode = 000 through 110)

(a) Memory — reference instruction
15 12 11 0

(Opcode =111, 1=0)

(b) Register — reference instruction

15 12 11 0

(Opcode =111, 1=1)

(c) Input — output instruction

Figure 3.1 Basic computer instruction formats.

input-output type. Note that the bit in position 15 of the instruction code is designated by the
symbol I but is not used as a mode bit when the operation code is equal to 111.

Only three bits of the instruction are used for the operation code. It may seem that the
computer is restricted to a maximum of eight distinct operations. However, since register-
reference and input-output instructions use the remaining 12 bits as part of the operation code, the
total number of instruction chosen for the basic computer is equal to 25.
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The instructions for the computer are listed in Table 3-2. The symbol designation is a three-
letter word and represents an abbreviation intended for programmers and users. The hexadecimal

TABLE 3-1 Basic Computer Instruction

Hexadecimal code

Symbol 1=0 =1 Description

AND 0xxx 8XXX AND memory word to AC

ADD Ixxx 9XXX Add memory word to AC

LDA 2XXX AXXX Load memory word to AC

STA 3IXXX Bxxx Store content of AC in memory

BUN 4XXX Cxxx Branch unconditionally

BSA 5XXX Dxxx Branch and save return address

ISZ BXXX Exxx Increment and skp if zero

CLA 7800 Clear AC

CLE 7400 Clear E

CMA 7200 Complement AC

CME 7100 Complement E

CIR 7080 Circulate right AC and E

CIL 7040 Circulate left AC and E

INC 7020 Increment AC

SPA 7010 Skip next instruction if AC

SNA 7008 positive

SZA 7004 Skip next instruction if AC

SZE 7002 negative

HLT 7001 Skip next instruction if AC zero
Skip next instruction if E is 0
Halt computer

INP F800 Input character to AC

ouT F400 Output character from AC

SKI F200 Skip on input flag

SKO F100 Skip on output flag

ION F080 Interrupt on

IOF F040 Interrupt off
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code is equal to the equivalent hexadecimal number of the binary code used for the instruction.
By using the hexadecimal equivalent we reduced the 16 bits of an instruction code to four digits
with each hexadecimal digit being equivalent to four bits. A memory-reference instruction has an
address part of 12 bits. The address part is denoted by three x’s and stand for the three
hexadecimal digits corresponding to the 12-bit address. The last bit of the instruction is
designated by the symbol I. When | = 0, the last four bits of an instruction have a hexadecimal
digit equivalent from 0 to 6 since the last bit is 0. When | = 1, the hexadecimal digit equivalent of
the last four bits of the instruction ranges from 8 to E since the last bit is 1.

Register-reference instructions use 16 bits to specify an operation. The leftmost four bits
are always 0111, which is equivalent to hexadecimal 7. The other three hexadecimal digits give
the binary equivalent of the remaining 12 bits. The input-output instructions also use all 16 bits to
specify an operation. The last four bits are always 1111, equivalent to hexadecimal F.

3.1.1 INSTRUCTION SET COMPLETENESS

Before investigating the operations performed by the instructions, let us discuss the type of
instructions that must be included in a computer. A computer should have a set of instructions so
that the user can construct machine language programs to evaluate any function that is known to
be computable. The set of instructions are said to be complete if the computer includes a
sufficient number of instructions in each of the following categories:

1. Arithmetic, logical, and shift instructions
2. Instructions for moving information to and from memory and processor registers
3. Program control instructions together with instructions that check statues conditions
4. Input and output instructions

Arithmetic, logical, and shift instructions provide computational capabilities for
processing the type of data that the user may wish to employ. The bulk of the binary information
in a digital computer is stored in memory, but all computations are done in processor registers.
Therefore, the user must have the capability of moving information between these two units.
Decision-making capabilities are an important aspect of digital computers. For example, two
numbers can be compared, and if the first is greater than the second, it may be necessary to
proceed differently than if the second is greater than the first. Program control instructions such
as branch instructions are used to change the sequence in which the program is executed. Input
and output instructions are needed for communication between the computer are the user.
Programs and data must be transferred into memory and results of computations must be
transferred back to the user.

The instructions listed in Table 3-1 constitute a minimum set that provides all the
capabilities mentioned above. There is one arithmetic instruction, ADD, and two related
instructions, complement AC (CMA) and increment AC (INC). With these three instructions we
can add and subtract binary numbers when negative numbers are in signed-2’s complement
representation. The circulate instructions, CIR ad CIL, can be used for arithmetic shifts as well as
any other type of shifts desired. Multiplication and division can be performed using addition,
subtraction, and shifting. There are three logic operations: AND, complement AC (CMA), and
clear AC (CLA). The AND and complement provide a NAND operation. It can be shown that
with the NAND operation it is possible to implement all the other logic operations with two
variables (listed in Table 3-1). Moving information from memory to AC is accomplished with the
load AC (LDA) instruction. Storing information from AC into memory is done with the store AC
(STA) instruction. The branch instructions BUN, BSA, and ISZ, together with the four skip
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instructions, provide capabilities for program control and checking of status conditions. The input
(INP) and output (OUT) instructions cause information to be transferred between the computer
and external devices.

Although the set of instructions for the basic computer is complete, it is not efficient
because frequently used operations are not performed rapidly. An efficient set of instructions will
include such instructions as subtract, multiply, OR, and exclusive-OR. These operations must be
programmed in the basic computer. The programs are presented in Chap. 6 together with other
programming examples for the basic computer. By using a limited number of instructions it is
possible to show the detailed logic design of the computer. A more complete set of instructions
would have made the design too complex. In this way we can demonstrate the basic principles of
computer organization and design without going into excessive complex details. In Chap. 8 we
present a complete list of computer instructions that are included in most commercial computers.

The function of each instruction listed in Table 3-2. We can delay this discussion because
we must first consider the control unit and understand its internal organization.

3.2 TIMING AND CONTROL

The timing for all registers in the basic computer is controlled by a master clock
generator. The clock pulses are applied to all flip-flops and registers in the system, including the
flip-flops and registers in the control unit. The clock pulses do not change the state of a register
unless the register is enabled by a control signal. The control signals are generated in the control
unit and provide control inputs for the multiplexers in the common bus, control inputs in
processor registers, and microoperations or the accumulator.

There are two major types of control organization: hardwired control and micro
programmed control. in the hardwired organization, the control logic is implemented with gates,
flip-flops, decoders, and other digital circuits. It has the advantage that it can be optimized to
produce a fast mode of operation. In the microprogrammed organization, the control information
is stored in a control memory. The control memory is programmed to initiate the required
sequence of cicrooperations. A hardwired control, as the name implies, requires changes in the
wiring among the various components if the design has to be modified or changed. In the
microprogrammed control, and required changes or modifications can be done by updating the
microprogram in control memory. A hardwired control for the basic computer is presented in this
section.

The block diagram of the control unit is shown in Fig. 3-2. It consists of two decoders, a
sequence counter, and a number of control logic gates. An instruction read from memory is
placed in the instruction register (IR): .The instruction register is shown again in Fig. 3.2 where it
is divided into three parts: the I. bit, the operation code, and bits 0 through 11. The operation code
in bits 12 through 14 are decoded with a 3 x 8 decoder. The eight outputs of the decoder are
designated by the symbols Do through D;. The subscripted decimal number is equivalent to the
binary value of the corresponding operation code. Bits 15 of the instruction is transferred to a
flip-flop designated by the symbol I. Bits 0 through 11 are applied to the control logic gates. The
4-bit sequence counter can count in binary from 0 through 15. The outputs of the counter are
decoded into 16 timing signals T, through Tis. The internal logic of the control gates will be
derived later when we consider the design of the computer in detail.

The sequence counter SC can be incremented or cleared synchronously. Most of the time,
the counter is incremented to provide the sequence of timing signals out of the 4 x 16 decoder.
Once in a while, the counter is cleared to 0, causing the next active timing signal to be T,. As an
example, consider the case where SC is incremented to provide timing signals To, Ty, T, T3, and
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T, in sequence. At time T4, SC is cleared to O if decoder output Ds is active. This is expressed
symbolically by the statement

D3 Ts: SC«0

The timing diagram of Fig. 3-3 shows the time relationship of the control signals. The
sequence counter SC responds to the positive transition of the clock. Initially, the CLR input of
SC is active. The first positive transition of the

Figure 3-2 Control unit basic computer

Clock clears SC to 0, which in turn activates the timing signal T, out of the decoder. Ty is active
during one clock cycle. The positive clock transition labeled T, in the diagram will trigger only
those registers whose control inputs are connected to timing signal T, SC is incremented with
every positive clock transition, unless its CLR input is active. This produces the sequence of
timing signals Ty Ty, T, T3 T4 and so on, as shown in the diagram (Note the relationship between
the timing signal and its corresponding positive clock transition.) If SC is not cleared, the timing
signals will continue with Ts, Tg, up to Ty5 and back to To.
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Figure 3.3 Example of control timing signals

The last three waveforms in Fig 3.3 show how SC is cleared when DT, = 1. Output Ds
from the operation decoder becomes active at the end of timing signal T,. When timing signal T,
becomes active, the output of the AND gate that implements the control function DsD, becomes
active. This signal is applied to the CLR input of SC. On the next positive clock transition (the
one marked T, in the diagram) the counter is cleared to 0. This causes the timing signal T, to
become active instead of Ts that would have been active if SC were incremented instead of
cleared.

A memory read or write cycle will be initiated with the rising edge of a timing signal. It
will be assumed that a memory cycle time is less than the clock cycle time. According to this
assumption, a memory read or write cycle initiated by a timing signal will be completed by the
time the next clock gives through its positive transition. The clock transition will then be used to
load the memory word into a register. This timing relationship is not valid in many computers
because the memory cycle time is usually longer than the processor clock cycle. In such a case it
is necessary to provide wait cycles in the processor until the memory word is available. To
facilitate the presentation, we will assume that a wait period is not necessary in the basic
computer.

To fully comprehend the operation of the computer, it is crucial that one understands the
timing relationship between the clock transition and the timing signals. For example, the register
transfer statement

To: AR « PC
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specifies a transfer of the content of PC into AR if timing signal T, is active during an entire
clock cycle interval. During this time the content of PC is placed onto the bus (with S; S; Sp =
010) and the LD (load) input of AR is enabled. The actual transfer does not occur until the end of
the clock cycle when the clock goes through a positive transition. This same positive clock
transition increments the sequence counter SC from 0000 to 0001. The next clock cycle has T,
active and Ty inactive.

3.3 INSTRUCTION CYCLE

A program residing in the memory unit of the computer consists of a sequence of instructions.
The program is executed in the computer by going through a cycle for each instruction. Each
instruction cycle in turn is subdivided into a sequence of sub cycles or phases. In the basic
computer each instruction cycle consists or the following phases:

1. Fetch an instruction from memory.

2. Decode the instruction

3. Read the effective address from memory if the instruction has an indirect address.
4. Execute the instruction.

Upon the completion of step 4, the control goes back to step 1 to fetch, decode, and execute the
next instruction. This process continues indefinitely unless a HALT instruction is encountered.

3.3.1 FETCH AND DECODE

Initially, the program counter PC is loaded with the address of the first instruction in the program.
The sequence counter SC is cleared to 0, providing a decoded timing signal To. After each clock
pulse, SC is incremented by one so that the timing signals go through a sequence Ty, Ty, T, and so
on. The microoperations for the fetch and decode phases can be specified by the following
register transfer statements.

To: AR« PC
Ty IR « M[AR],PC« PC +1
T,: Do,..., D; < Decode IR (12-14), AR « IR(0 —11), 1 < IR (15)

Since only AR is connected to the address inputs of memory, it is necessary to transfer
the address from PC to AR during the clock transition associated with timing signal To. The
instruction read from memory is then placed in the instruction register IR with the clock transition
associated with timing signal T;. At the same time, PC is incremented by one to prepare it for the
address of the next instruction in the program. At time T,, the operation code in IR is decoded,
the indirect bit is transferred to flip-flop I, and the address part of the instruction is transferred to
AR. Note that SC is incremented after each clock pulse to produce the sequence Ty, T; and T,
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Figure 3.4 Register transfers for the fetch phase.

Figure 3.4 shows how the first two register transfer statements are implemented in the
bus system. To provide the data path for the transfer of PC to AR we must apply timing signal Ty
to achieve the following connection.:

Place the content of PC onto the bus by making the bus selection inputs S,S;S, equal to 010.
Transfer the content of the bus to AR y enabling the LD input of AR.

The next clock transition initiates the transfer form PC to AR since T, = 1. In order to implement
the second statement

T IR« M[AR], PC« PC+1

it is necessary to use timing signal T, to provide the following connections in the bus system.

1. Enable the read input of memory.
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Place the content of memory onto the bus by making S,S;S, = 111.
Transfer the content of the bus to IR by enabling the LD input of IR.
Increment PC by enabling the INR input of PC.
The next clock transition initiates the read and increment operations since T; = 1.

Figure 3.4 duplicates a portion of the bus system and shows how T, and T, are connected
to the control inputs of the registers, the memory, and the bus selection inputs. Multiple input OR
gates are included in the diagram because there are other control functions that will initiate
similar operations.

3.3.2 DETERMINE THE TYPE OF INSTRUCTION

The timing signal that is active after the decoding is Ts. During time T3, the control unit
determines the type of instruction that was just read from memory. The flowchart of Fig. 3.5
presents an initial configuration for the instruction cycle and shows how the control determines
the instruction type after the decoding.

Decoder output Dy is equal to 1 if the operation code is equal to binary 111. We determine
that if Dy = 1, the instruction must be a register-reference or input-output type. If D; = 0, the
operation code must be one of the other seven values 000 through 110, specifying memory-
reference instruction. Control then inspects the value of the first bit of the instruction, which is
now available in flip-flop I. If D; = 0 and | = 1, we have a memory-reference instruction with an
indirect address. It is then necessary to read the effective address from memory. The micro
operation for the indirect address condition can be symbolized by the register transfer statement

AR < M [AR]

Initially, AR holds the address part of the instruction. This address is used during the memory
read operation. The word at the address given by AR is read from memory and placed on the
common bus. The LD input of AR is then enabled to receive the indirect address that resided in
the 12 least significant bits of the memory word.

The three instruction types are subdivided into four separate paths. The selected operation
is activated with the clock transition associated with timing signal Ts. This can be symbolized as
follows:

D;=0 I1=1 D’; 1T AR« M [AR]
0 0 D’;I'Ts;  Nothing
1 0 D; I’ Ts:  Execute a register-reference instruction
1 1 D; IT3: Execute an input-output instruction

When a memory-reference instruction with | = 0 is encountered, it is not necessary to do anything
since the effective address is already in AR. However, the sequence counter SC must be
incremented when D’; T; = 1, so that the execution of the memory-reference instruction can be
continued with timing variable T,. a register-reference or input-output instruction can be executed
with the clock associated with timing signal Ts. After the instruction is executed, SC is cleared to
0 and control returns to the fetch phase with T = 1.
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Figure 3.5 Flowchart for instruction cycle (initial configuration).

Note that the sequence counter SC is either incremented or cleared to 0 with every
positive clock transition. We will adopt the convention that if SC is incremented, we will not
write the statement SC «— SC + 1, but it will be implied that the control goes to the next timing
signal in sequence. When SC is to be cleared, we will include the statement Sc « 0.

The register transfers needed for the execution of the register-reference instructions are
presented in this section. The memory-reference instructions are explained in the next section.

3.3.3 REGISTER-REFERENCE INSTRUCTIONS

Register-reference instructions are recognized by the control when D; = 1 and | = 0. These
instructions use bits 0 through 11 of the instruction code to specify one of 12 instruction. These
12 bits are available in IR (0-11). They were also transferred to AR during time T».
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The control functions and microoperations for the register-reference instructions are
listed in Table 3.2. These instructions are executed with the clock transition associated with
timing variable Ts. Each control function needs the Boolean relation D; I’ T3, which we designate
for convenience by the symbol r. The control function is distinguished by one of the bits in IR (0-
11). By assigning the symbol B; to bit i of IR, all control functions can be simply denoted by rB;.
For example, the instruction CLA has the hexadecimal code 7800 (see Table 3.1), which gives the
binary equivalent 0111 1000 0000 0000. The first bit is a zero and is equivalent to I’. The next
three bits constitute the operation code and are recognized from decoder output D;. Bit 11 in IR is
1 and is recognized from Bj;. The control function that initiates the microoperation for this
instruction is D7 I’ T3 By; = rBy;. The execution of a register-reference instruction is completed at
time Ts. The sequence counter SC is cleared to 0 and the control goes back to fetch the next
instruction with timing signal Ty,

The first seven register-reference instructions perform clear, complement, circular shift,
and increment microoperations on the AC or E registers. The next four instructions cause a skip
of the next instruction in sequence when a stated condition is satisfied. The skipping of the
instruction is achieved by incrementing PC once again (in addition, it is being incremented during
the fetch phase at time T;). The condition control statements must be recognized as part o the
control conditions. The AC is positive when the sign bit in AC(15) = 0; it is negative when
AC(15) = 1. The content of AC is zero (AC = 0) if all the flip-flops of the register are zero. The
HLT instruction clears a start-stop flip-flops S and stops the sequence counter from counting. To
restore the operation of the computer, the start-stop flip-flop must be set manually.

TABLE 3.2 Execution of Register-Reference Instruciton

D.I'T3 =r (common to all register-reference instructions)
IR(i) = B; [bit in IR(0-11) that specifies the operation]

r: SC« 0 Clear SC
CLA By AC « 0 Clear AC
CLE Bio: E«O0 Clear E
CMA rBg: AC < AC Complement
CME rBs: E« E AC
CIR rB;: AC <« shr AC, AC(15) « Complement E
CIL rBe: E, E < AC(0) Circulate right
INC rBs: AC « shl AC, AC(0) « E, Circulate left
SPA By E « AC(15) Increment AC
SNA rBs: AC <« AC +1 Skip if positive
SZA rBy: If (AC(15) = 0) then (pc SKiP if negative
SZE rB: <« PC+1) Skip if AC zero
HLT rBy: If (AC(15) = 1) then (PC SKip if E zero

<« PC+1) Halt computer

If (AC = 0) then PC « PC
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+1)

If (E =0) the (PC « PC +
1)

S « 0 (S is a start-stop
flip-flop)

3.4 MEMORY-REFERENCE INSTRUCTIONS

In order to specify the microoperations needed for the execution of each instruction, it is
necessary that the function that they are intended to perform be defined precisely. Looking back
to Table 3.1, where the instructions are listed, we find that some instructions have an ambiguous
description. This is because the explanation of an instruction in words is usually lengthy, and not
enough space is available in the table for such a lengthy explanation. We will now show that the
function of the memory-reference instructions can be defined precisely by means of register
transfer notation.

Table 3.3 lists the seven memory-reference instructions. The decoded output D; for i =0,
1, 2, 3, 4,5, and 6 from the operation decoder that belongs to each instruction is included in the
table. The effective address of the instruction is in the address register AR and was placed there
during timing signal T, when | = 0, or during timing signal T; when | = 1. The execution of the
memory-reference instructions starts with timing signal T, the symbolic description of each
instruction is specified in the table in terms of register transfer notation. The actual execution of
the instruction in the bus system will require a sequence of microoperations. This is because data
stored in memory cannot be processed directly. The data must be read from memory to a register
where they can be operated on with logic circuits. We now explain the operation of each
instruction and list the control functions and microoperations needed for their execution. A
flowchart that summarizes all the microoperations is presented at the end of this section.

Table 3.3 Memory-Reference Instructions

Operation
Symbol Decoder Symbolic description
AND Do AC < AC A M[AR]
ADD D AC « AC + M[AR], E «<Cy
LDA D, AC <« M[AR]
STA D; M[AR] < AC
BUN D, PC « AR
BSA Ds M[AR < PC,PC <~ AR+ 1
ISZ Ds M[AR] < M[AR] + 1,
If M[AR] + 1 = 0 then PC «
PC+1

AND to AC

This is an instruction that performs the AND logic operation on pairs of bits in AC and the
memory word specified by the effective address. The result of the operation is transferred to AC.
The microoperations that execute this instruction are :
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DoT4: DR < M[AR]
DoTs: AC < ACADR, SC« 0

The control function for this instruction uses the operation decoder Dg since this output of
the decoder is active when the instruction has an AND operation whose binary code value is 000.
Two timing signals are needed to execute the instruction. The clock transition associated with
timing signal T, transfers the operand from memory into DR. The clock transition associated
with the next timing signal Ts transfers to AC the result of the AND logic operation between the
contents of DR and AC. The same clock transition clears SC to 0, transferring control to timing
signal Ty to start a new instruction cycle.

ADD to AC

The instruction adds the content of the memory word specified by the effective address to the
value of AC. The sum is transferred into AC and the output carry C, is transferred to the E
(extended accumulator) flip-flop. The microoperations needed to execute this instruction are

DT+ DR <« M[AR]
D.:Ts: AC< AC+DR, E<« Coy SC<« 0

The same two timing signals, T, and Ts, are used again but with operation decoder D; instead of
Do, which was used for the AND instruction. After the instruction is fetched from memory and
decoded, only one output of the operation decoder will be active, and that output determines the
sequence of microoperations that the control follows during the execution of a memory-reference
instruction.

LDA : Load to AC

This instruction transfers the memory word specified by the effective address to AC. The
microoperations needed to execute this instruction are

D,Ts. DR <« M[AR]
D,Ts: AC < DR, SC « 0

From the bus diagram we note that there is no direct path from the bus into AC. The adder and
logic circuit receive information from DR which can be transferred into AC. Therefore, it is
necessary to read the memory word into DR first and then transfer the content of DR into AC.
The reason for not connecting the bus to the inputs of AC is the delay encountered in the adder
and logic circuit. It is assumed that the time it takes to read from memory and transfer the word
through the bus as well as the adder and logic circuit is more than the time of one clock cycle. By
not connecting the bus to the inputs of AC we can maintain one clock cycle per microoperation.

STA : Store AC

This instruction stores the content of AC into the memory word specified by the effective address.
Since the output of AC is applied to the bus and the data input of memory is connected to the bus,
we can execute this instruction with one microoperation:

DsT4: M[AR] <~ AC, SC<«0
BUN : Branch Unconditionally

This instruction transfers the program to the instruction specified by the effective address.
Remember that PC holds the address of the instruction to be read from memory in the next
instruction cycle. PC is incremented at time T, to prepare it for the address of the next instruction
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in the program sequence. The BUN instruction allows the programmer to specify an instruction
out of sequence and we say that the program branches (or jumps) unconditionally. The
instruction is executed with one microoperation:

D4Ta: PC « AR, SC«0

The effective address from AR is transferred through the common bus to PC. Resetting SC to 0
transfers control to To. The next instruction is then fetched and executed from the memory
address given by the new value in PC.

BSA : Branch and Save Return Address

This instruction is useful for branching to a portion of the program called a subroutine or
procedure. When executed, the BSA instruction stores the address of the next instruction in
sequence (which is available in PC) into a memory location specified by the effective address.
The effective address plus one is then transferred to PC to serve as the address of the first
instruction in the subordinate. This operation was specified in Table 5-4 with the following
register transfer:

M[AR] <~ PC, PC « AR +1

A numerical example that demonstrates how this instruction is used with a subordinate is
shown in Fig. 3.6. The BSA instruction is assumed to be in memory at address 20. The | bitis 0
and the address part of the instruction has the binary equivalent of 135. After the fetch and
decode phases, PC contains 21, which is the address of the next instruction in the program
(referred to as the return address). AR holds the effective address 135. This is shown in part (a)
of the figure. The BSA instruction performs the following numerical operation:

M[135] «— 21, PC « 135 + 1 = 136

The result of this operation is shown in part (b) of the figure. The return address 21 is stored in
memory location 135 and control continues with the subordinate program starting from address
136. The return to the original program (at address 21) is accomplished by means of an indirect
BUN instruction placed at the end of the subroutine. When this instruction is executed, control
goes to the indirect phase to read the effective address at location 135, where it finds the
previously saved address 21. When the BUN instruction is executed, the effective address 21 is
transferred to PC. The next instruction cycle finds PC with the value 21, so control continues to
execute the instruction at the return address.

The BSA instruction performs the function usually referred to as a subroutine call. The
indirect BUN instruction at the end of the subroutine performs the function referred to as a
subroutine return. In most commercial computers, the return address associated with a subroutine
is stored in either a processor register or in a portion of memory called a stack.

It is not possible to perform the operation of the BSA instruction in one clock cycle when
we use the bus system of the basic computer. To use the memory and the bus properly, the BSA
instruction must be executed with a sequence of two microoperations:

DsTs: M[AR] < PC, AR « AR + 1
D5T5: PC « AR, SC«0

Timing signal T, initiates a memory write operation, places the content of PC onto the
bus, and enables the INR input of AR. The memory write operation is completed and AR is
incremented by the time the next clock transition occurs. The bus is used at Ts to transfer the
content of AR to PC.
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Memory Memory
20( O BSA 135 20( 0 BSA 135
PC=21 Next instruction 21 Next instruction
AR =135 135 21
136 Subordinate PC =136 Subordinate
1 BUN 135 1 BUN 135
(a) Memory PC, and AR at time T, (b) Memory and PC after execution

Figure 3.6 Example of BSA instruction execution.

It is not possible to perform the operation of the BSA instruction in one clock cycle when
we use the bus system of the basic computer. To use the memory and the bus properly, the BSA
instruction must be executed with a sequence of two microoperations:

DsT: M[AR] < PC, AR < AR + 1
DsTs: PC < AR, SC « 0

Timing signal T, initiates a memory write operation, places the content of PC onto the bus, and
enables the INR input of AR. The memory write operation is completed and AR is incremented
by the time the next clock transition occurs. The bus is used at Ts to transfer the content of AR to
PC.

ISZ : Increment and Skip if Zero

This instruction increments the word specified by the effective address, and if the incremented
value is equal to 0, PC is incremented by 1. The programmer usually stores a negative number
(in 2’s complement) in the memory word. As this negative number is repeatedly incremented by
one, it eventually reaches the value of zero. At that time PC is incremented by one in order to
skip the next instruction in the program.

Since it is not possible to increment a word inside the memory, it is necessary to read the
word into DR, increment DR, and store the word back into memory. This is done with the
following sequence of microoperations:

DeTs: DR < M[AR]

DeTs: DR« DR+1

DsTs: MIAR] < DR, if (DR = 0) then (PC «— PC + 1), SC «— 0
341 CONTROL FLOWCHART

A flowchart showing all microoperations for the execution of the seven memory-reference
instructions is shown in Fig. 3.7. The control functions are indicated on top of each box. The
microoperations that are performed during time T4, Ts, or T depend on the operation code value.
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This is indicated in the flowchart by six different paths, one of which the control takes after the
instruction is decoded. The sequence counter SC is cleared to 0 with the last timing signal in
each case. This causes a transfer of control to timing signal Ty to start the next instruction cycle.

Note that we need only seven timing signals to execute the longest instruction (ISZ). The
computer can be designed with a 3-bit sequence counter. The reason for using a 4-bit counter for
SC is to provide additional timing signals for other instructions that are presented in the problems
section.

Memory — reference instruction

AND ADD Y LDA STA
Y D, Y DT, Y DT, Y DiT.
L DR « M[AR] DR « M [MAR) “ [ DR « M [AR) M [AR] « AC
SC 0
\ DyTs Y D\Ts | DyTs
AC «- ACA DR AC « AC + DR AC « DR
E « Cyy
SC«0 SC «0 SC«0
BUN . BSA ISZ
Y DT, Y DsT, Y D¢T,
PC « AR M [AR] « PC DR « M [AR]
SC«0 AR— AR + 1
Y DsTs I DT
PC « AR DR < DR +1
SC«0
[ D¢T¢
M [AR] « DR
If (DR = 0)
then (PC « PC + 1)
SC«0
Figure 3.7 Flowchart for memory-reference instructions

35 INPUT-OUTPUT AND INTERRUPT

A computer can serve no useful purpose unless it communicates with the external environment.
Instructions and data stored in memory must come from some input device. Computational
results must be transmitted to the user through some output device. Commercial computers
include many types of input and output devices. To demonstrate the most basic requirements for



49

input and output communication, we will use as an illustration a terminal unit with a keyboard
and printer. Input-output organization is discussed further in Chap. 11.

351 INPUT-OUTPUT CONFIGURATION

The terminal sends and receives serial information. Each quantity of information has eight bits of
an alphanumeric code. The serial information from the keyboard is shifted into the input register
INPR. The serial information for the printer is stored in the output register OUTR. These two
registers communicate with a communication interface serially and with the AC in parallel. The
input-output configuration is shown in Fig. 3.8. The transmitter interface receives serial
information from the keyboard and transmits it to INPR. The receiver interface receives
information from OUTR and sends it to the printer serially.

The input register INPR consists of eight bits and holds an alphanumeric input
information. The 1-bit input flag FGI is a control flip-flop. The flag bit is set to 1 when
new

Input-output Serial Computer
; Communication Register and
terminal ' )
interface Flip-flops
FGO

Printer  |¢——| Recelver e 1 OUTR [&——
interface

—P AC
Keyboard |——p| 1ransmitter »[ INPR
interface
FGI

Figure 3.8 Input Output Configuration

Information is available in the input device and is cleared to 0 when the information is accepted
by the computer. The flag is needed to synchronize the timing rate difference between the input
device and the computer. The process of information transfer is as follows. Initially, the input
flag FGI is cleared to 0. When a key is struck in the keyboard, an 8-bit alphanumeric code is
shifted into INPR and the input flag FGI is set to 1. As long as the flag is set, the information in
INPR cannot be changed by striking another key. The computer checks the flag bit; if it is 1, the
information from INPR is transferred in parallel into AC and FGI is cleared to 0. Once the flag is
cleared, new information can be shifted into INPR by striking another key.
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The output register OUTR works similarly but the direction of information flow is
reversed. Initially, the output flag FGO is set to 1. The computer checks the flag bit, if it is 1,
the information from AC is transferred in parallel to OUTR and FGO is cleared to 0. The output
device accepts the coded information, prints the corresponding character, and when the operation
is completed, it sets FGO to the computer does not load a new character into OUTR when FGO is
0 because this condition indicates that the output device is in the process of printing the character.

3.5.2 INPUT OUTPUT INSTRUCTIONS

Input and output instructions are needed for transferring information to and from AC register, for
checking the flag bits, and for controlling the interrupt facility. Input-output instructions have an
operation code 1111 and are recognized by the control when D; = and | = 1. The remaining bits
of the instruction specify the particular operation. The control functions and microoperations for
the input-output instructions are listed in Table 3.4. These instructions are executed with the
clock transition associated with timing signal Ts. Each control function needs a Boolean relation
D-IT;, which we designate for convenience by the symbol p. The control function is
distinguished by one of the bits in IR. By assigning the symbol B; to bit i of IR, all control
functions can be

Table 3.4 Input-Output Instructions

D, IT; = p (common to all input-output instructions)
IR(i) = B; [bit in IR (6—11) that specifies the instruction]

p: SC«0 Clear SC
INP pBii:  AC(0-7) « INPR, FGI « 0 Input character
ouT pBi:  OUTR « AC (0-7), FGO <~ 0 Output character
SKI pBg:  If (FGI = 1) then (PC < PC + Skip on input flag
1)
SKO pBg:  If (FGO = 1) then (PC «— PC + Skip on output flag
1)
ION pB-: IEN « 1 Interrupt enable on
IOF pBs: IEN <0 Interrupt enable off

denoted by pB; for i = 6 though 11. The sequence counter SC is cleared to 0 when p = D7IT; =
1.

The INP instruction transfers the input information from INPR into the eight low-order
bits of AC and also clears the input flag to 0. The OUT instruction transfers the eight least
significant bits of AC into the output register OUTR and clears the output flag to 0. The next two
instructions in Table 3.4 check the status of the flags and cause a skip of the next instruction if the
flag is 1. The instruction that is skipped will normally be a branch instruction to return and check
the flag again. The branch instruction is not skipped if the flag is 0. If the flag is 1, the branch
instruction is skipped and an input or output instruction is executed. The last two instructions set
and clear an interrupt enable flip-flop IEN. The purpose of IEN is explained in conjunction with
the interrupt operation.
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353 PROGRAM INTERRUPT

The process of communication just described is referred to as programmed control transfer. The
computer keeps checking the flag bit, and when it finds it set, it initiates an information transfer.
The difference of information flow rate between the computer and that of the input-output device
makes this type of transfer inefficient. To see why this is inefficient, consider a computer that
can go through an instruction cycle in 1 ps. Assume that the input-output device can transfer
information at a maximum rate of 10 characters per second. This is equivalent to one character
every 100,000 us. Two instructions are executed when the computer checks the flag bit and
decides not to transfer the information. This means that at the maximum rate, the computer will
check the flag 50,000 times between each transfer. The computer is wasting time while checking
the flag instead of doing some other useful processing task.

An alternative to the programmed controlled procedure is to let the external device
inform the computer when it is ready for the transfer. In the meantime the computer can be busy
with other tasks. This type of transfer uses the interrupt facility. While the computer is running a
program, it does not check the flags. However, when a flag is set, the computer is momentarily
interrupted from proceeding with the current program and is informed of the fact that a flag has
been set. The computer is wasting time while checking the flag instead of doing some other
useful processing task.

An alternative to the programmed controlled procedure is to let the external device
inform the computer when it is ready for the transfer. In the meantime the computer can be busy
with other tasks. This type of transfer uses the interrupt facility. While the computer is running a
program, it does not check the flags. However, when a flag is set, the computer is momentarily
interrupted from proceeding with the current program and is informed of the fact that a flag has
been set. The computer deviates momentarily from what it is doing to take care of the input or
output transfer. It then returns to the current program to continue what it was doing before the
interrupt.

The interrupt enable flip-flop IEN can be set and cleared with two instructions. When
IEN is cleared to 0 (with the IOF instruction), the flags cannot interrupt the computer. When IEN
is set to 1 (with the ION instruction), the computer can be interrupted. These two instructions
provide the programmer with the capability of making a decision as to whether or not to use the
interrupt facility.

The way that the interrupt is handled by the computer can be explained by means of the
flowchart of Fig. 5-13. An interrupt flip-flop R is included in the computer. When R = 0, the
computer goes through an instruction cycle. During the execute phase of the instruction cycle
IEN is checked by the control. Ifitis 0, it indicates that the programmer does not want to use the
interrupt, so control continues with the next instruction cycle. If IEN is 1, control checks the flag
bits. If both flags are 0, it indicates that neither the input nor the output registers are ready for
transfer of information. In this case, control continues with the next instruction cycle. If either
flag is set to 1 while IEN = 1, flip-flop R is set to 1. At the end of the execute phase, control
checks the value of R, and if it is equal to 1, it goes to an interrupt cycle instead of an instruction
cycle.

The interrupt cycle is a hardware implementation of a branch and save return address
operation. The return address available in PC is stored in a specific location where it can be
found later when the program returns to the instruction at which it was interrupted. This location
may be a processor register, a memory stack, or a specific memory location. Here we choose the
memory location at address O as the place for storing the return address. Control then inserts
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address 1 into PC and clears IEN and R so that no more interruptions can occur until the interrupt
request from the flag has been serviced.

Instruction cycle =0 )R\ =1 [nterrupt cycle

g ;

Fetch and decode ‘ Store return address

instruction in location 0
M [0] « PC

I

Execute
instruction
Branch to location 1
PC 1
IEN « 0
Re0

Figure 3.9 Flowchart for interrupt cycle

An example that shows what happens during the
interrupt cycle is shown in Fig. 3.10. Suppose that an interrupt occurs and R is set to 1 while the
control is executing the instruction at address 255. At this time, the return address 256 is in PC.
The programmer has previously placed an input-output service program in memory starting from
address 1120 and a BUN 1120 instruction at address 1. This is shown in Fig. 3.10 (a).

When control reaches timing signal T, and finds that R = 1, it proceeds with the interrupt
cycle. The content of PC (256) is stored in memory location 0, PC is set to 1, and R is cleared to
0. At the beginning of the next instruction cycle, the instruction that is read from memory is in
address 1 since this is the content of PC. The branch instruction at address 1 causes the program
to transfer to the input-output service program at address 1120. This program checks the flags,
determines which flag is set, and then transfers the required input or output information. One this
is done, the instruction ION is executed to set IEN to 1 (to enable further interrupts), and the
program returns to the location where it was interrupted. This is shown in Fig. 3.10 (b).

The instruction that returns the computer to the original place in the main program is a
branch indirect instruction with an address part of 0. This instruction is placed at the end of the
1/O service program. After this instruction is read from memory during the fetch phase, control
goes to the indirect phase (because | = 1) to read the effective address. The effective address is in
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location 0 and is the return address that was stored there during the previous interrupt cycle. The
execution of the indirect BUN instruction results in placing into PC the return address from

location 0.

Memory Memory
0 0 256
1] 0 BUN 1120 PC=110 BUN 1120
255
PC = 256 Main 255 Main
program 256 program
1120 1120
110 1/0
program program
1 BUN 0 1 BUN 0

(a) Before interrupt

(b) After interrupt cycle

Figure 3.10 Demonstration of the interrupt cycle
354 INTERRUPT CYCLE

We are now ready to list the register transfer statements for the interrupt cycle. The interrupt
cycle is initiated after the last execute phase if the interrupt flip-flop R is equal to 1. This flip-
flop is set to 1 if IEN = 1 and either FGI or FGO are equal to 1. This can happen with any clock
transition except when timing signals To, Ty, or T, are active. The condition for setting flip-flop
R to 1 can be expressed with the following register transfer statement :

ToT'1 T, (IEN) (FGI + FGO): R« 1

The symbol + between FGI and FGO in the control function designates a logic OR operation.
This is ANDed with IEN and T'qT'4T', .

We now modify the fetch and decode phases of the instruction cycle. Instead of using
only timing signals Ty, Ty, and T, (as shown in Fig. 3.5) we will AND the three timing signals
with R’ so that the fetch and decode phases will be recognized from the three control functions
R'Ty, R'T4, and R'T,. The reason for this is that after the instruction is executed and SC is cleared
to 0, the control will go through a fetch phase only if R = 0. Otherwise, if R = I, the control will
go through an interrupt cycle. The interrupt cycle stores the return address (available in PC) into
memory location 0, branches to memory location 1, and clears IEN, R, and SC to 0. This can be
done with the following sequence of micro operations.

RTe: AR <0, TR « PC
RT::  M[AR] < TR, PC « 0
RT;, PC«PC+1,IEN<« 0,R« 0,SC<«0
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During the first timing signal AR is cleared to 0, and the content of PC is transferred to the
temporary register TR. With the second timing signal, the return address is stored in memory at
location 0 and PC is cleared to 0. The third timing signal increments PC to 1, clears IEN and R,
and control goes back to T, by clearing SC to 0. The beginning of the next instruction cycle has
the condition R'Ty and the content of PC is equal to 1. The control then goes through an
instruction cycle that fetches and executes the BUN instruction in location 1.

10.

11.

SUMMARY

The operation code (op code) part of the instruction contains three bits and the meaning
of the remaining 13 bits depends on the operation code encountered.

The type of instruction is recognized by the computer control from the four bits in
positions 12 through 15 of the instruction.

Before investigating the operations performed by the instructions, let us discuss the type
of instructions that must be included in a computer.

Arithmetic, logical, and shift instructions provide computational capabilities for
processing the type of data that the user may wish to employ.

A program residing in the memory unit of the computer consists of a sequence of
instructions.

There are two major types of control organization: hardwired control and micro
programmed control. in the hardwired organization, the control logic is implemented with
gates, flip-flops, decoders, and other digital circuits.

The first seven register-reference instructions perform clear, complement, circular shift,
and increment micro operations on the AC or E registers.

In order to specify the micro operations needed for the execution of each instruction, it is
necessary that the function that they are intended to perform be defined precisely.

A computer can serve no useful purpose unless it communicates with the external
environment. Instructions and data stored in memory must come from some input
device.

The process of communication just described is referred to as programmed control
transfer.

The process of communication just described is referred to as programmed control
transfer. The computer keeps checking the flag bit, and when it finds it set, it initiates an
information transfer.

SELF ASSESSMENT

What is instruction set? Explain any five out of the available set of instructions.
What are program interrupts? What is their significance?

A computer uses a memory unit with 256K words of 32 bits each. A binary
instruction code is stored in one word of memory. The instruction has four parts: an
indirect bit, an operation code, a register code part to specify one of 64 registers, and
an address part.
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a. How many bits are there in the operation code, the register code part, and the
address part?

b. Draw the instruction word format and indicate the number of bits in each part.
¢. How many bits are there in the data and address inputs of the memory?

What is the difference between a direct and an indirect address instruction? How
many references to memory are needed for each type of instruction to bring an
operand into a processor register?

Explain why each of the following microoperations cannot be executed during a
single clock pulse in the system shown in Fig. 3-4. Specify a sequence of
microoperations that will perform the operation.

a. IR« M[PC]
b. AC«~ AC+TR
c. DR <« DR + AC (AC does not change)

What are the two instructions needed in the basic computer in order to set the E flip-
flop to 1?

Draw a timing diagram similar to Fig. 3-3 assuming that SC is cleared to O at time
Ts if control signal C; is active.

C;T3:SC«0
C; is activated with the positive clock transition associated with T;.

The content of AC in the basic computer is hexadecimal A937 and the initial value
of E is 1. Determine the contents of AC, E, PC, AR, and IR in hexadecimal after the
execution of the CLA instruction. Repeat 11 more times, starting from each one of
the register-reference instructions. The initial value of PC is hexadecimal 021.



CHAPTER-IV

Micro Programmed Control
Author: Dr. Manoj Duhan Vetter: Dr. Pradeep Bhatia

4.1 INTRODUCTION

The function of the control unit in a digital computer is to initiate sequences of
microoperations. The number of different types of microoperations that are available in a given
system is finite. The complexity of the digital system is derived from the number of sequences of
microoperations that are performed. When the control signals are generated by hardware using
conventional logic design techniques, the control unit is said to be hardwired. Microprogramming
is a second alternative for designing the control unit of a digital computer. The principle of
microprogramming is an elegant and systematic method for controlling the micro operation
sequence in a digital computer.

The control function that specifies a microoperation is a binary variable. When it is in one
binary state, the corresponding microoperation is executed. A control variable in the opposite
binary state dies not change the state of the registers in the system. The active state of a control
variable may be either the 1 state or the O state, depending on the application. In a bus-organized
system, the control signals that specify micro operation are groups of bits that select the paths in
multiplexers, decoders, and arithmetic logic units.

The control unit initiates a series of sequential steps of microoperations. During any
given time, certain microoperations are to be initiated, while others remain idle. ;the control
variables at any given time can be represented by a string of 1’s and 0’ a called a control word.
As such, control words can be programmed to perform various operations on the components are
stored in memory is called a micro programmed control unit. Each word in control memory
contains within it a microinstruction. The microinstruction specifies one or more micro operations
fro the system. A sequence of microinstructions constitutes a microprogram. Since alterations of
the microprogram are not need once the control unit is in operation, the control memory can be a
read-only memory (ROM). The content of the words in ROM are fixed and cannot be altered by
simple programming since no writing capability is available in the ROM. ROM words are made
permanent during he hardware production of the unit. The use of a microprogram involves
placing all control variables in words of ROM for use by the control unit through successive read
operations. The content of the word in ROM at a given address specifies a microinstruction.

A more advanced development known as dynamic microprogramming permits a
microprogram to be loaded initially from an auxiliary memory such as a magnetic disk. Control
units that use dynamic microprogramming employ a writable control memory. This type of
memory can be used for writing (to change the microprogram) but is used mostly for reading. A
memory that is part of a control unit is referred to as a control memory.

A computer that employs a micro programmed control unit will have two separate
memories; a main memory and a control memory. The main memory is available to the user for
storing the program. The contents of main memory may alter when the data are manipulated and
every time that the program is changed. The user’s program in main memory consists of
machine instructions and data. In contrast, the control memory holds a fixed microprogram that
cannot be altered by the occasional user. The microprogram consists of microinstructions that
specify various internal control signals for execution of register microoperations. Each machine
instruction initials a series of microinstructions in control memory. These microinstructions
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generate the rations to fetch the instruction from main memory; to evaluate the effective address,
to execute the operation specified by the instruction, and to return control to the fetch phase in
order to repeat the cycle for the next instruction.

The general configuration of a microprogrammed control unit is demonstrated in the
block diagram of Fig. 4-1. The control memory is assumed to be a ROM, within which all control
information is permanently stored. The

Next Control Control Control Control
External address address Memory data word
inpuf generator |—%| register % (ROM) L pf register
(sequencer)

Next-address information

Fig. 4-1 Microprogrammed control organization

control memory address register specifies the address of the microinstruction, and the control
data register holds the microinstruction read from memory. The microinstruction contains a
control word that specifies one or more microoperations for the data processor. Once these
operations are executed, the control must determine the nest address. The location of the next
microinstruction may be the one next in sequence, or it may be located somewhere else in the
control memory. For this reason it is necessary to use some bits of the present microinstruction to
control the generation of the address of the next microinstruction. The next address may also be a
function of external input conditions. While the microoperations are being executed, the next
address is computer in the next address generator circuit and then transferred into the control
address register to read the next microinstruction. Thus a microinstruction contains bits for
initiating microoperations in the data processor part and bits that determine the address sequence
for the control memory.

The next address generator is sometimes called a microprogram sequencer, as it
determines the address sequence that is read from control memory. ;the address of the next
microinstruction can be specified in several ways, depending on the sequencer inputs. Typical
functions of a microprogram sequencer are incrementing the control address register by one,
loading into the control address register an address from control memory, transferring an external
address, or loading an initial address to start the control operations.

The control data register holds the present microinstruction while the next address is
computed and read from memory; the data register is sometimes called a pipeline register. It
allows the execution of the microoperations specified by the control word simultaneously with
the generation of the next microinstruction. This configuration requires a two-phase clock., with
one clock applied to the address register and the other to the data register.

The system can operate without the control data register by applying a single-phase clock
to the address register. The control word and next-address information are taken directly from the
control memory. ;it must be realized that a ROM operates as a combinational circuit, with the
address value as the input and the corresponding word as the output. The content of the specified
word in ROM remains in the output wires as long as its address value remains in the address
register. No read signal is needed as in a random-access memory.Each clock pulse will execute
the microoperations specified by the control word and also transfer a new address to the control
address register. In the example that follows we assume a single-phase clock and therefore we do
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not use a control data register. In this way the address register is the only component in the
control system that receives clock pulses. The other two components: the sequencer and the
control memory are combinational circuits and do not need a clock.

The main advantage of the micro programmed control is the fact that once the hardware
configuration is established; there should be no need for further hardware or wiring changes. If
we want to establish a different control sequence for the system, all we need to do is specify a
different set of microinstruction for control memory. The hardware configuration should not be
changed for different operations; the only thing that must be changed is the microprogram
residing in control memory.

It should be mentioned that must computers based on the reduced instruction set computer
(RISC) architecture concept, use hardwired control rather than a control memory with a
microprogram.

4.2 ADDRESS SEQUENCING

Microinstructions are stored in control memory in groups, with each group specifying routine.
Each computer instruction has its own microprogram routine in control memory to generate the
microoperations that execute the instruction. The hardware that controls the address sequencing
of the control memory must be capable of sequencing the microinstructions within a routine and
be able to branch from one routine to another. To appreciate the address sequencing in a
microprogram control unit, let us enumerate the steps that the control must undergo during the
execution of a single computer instruction.

An initial address is loaded into the control address register when power is turned on in the
computer. This address is usually the address of the first microinstruction that activates the
instruction fetch routine. The fetch routine may be sequenced by incrementing the control address
register through the rest of its microinstructions. At the end of the fetch routine, the instruction is
in the instruction register of the computer.

The control memory next must go through the routine that determines the effective address
of the operand. A machine instruction may have bits that specify various addressing modes, such
as indirect address and index registers. The effective address computation routine in control
memory can be reached through a branch microinstruction, which is conditioned on the status of
the mode bits of the instruction. When the effective address computation routine is completed, the
address of the operand is available in the memory address register.

The next step is to generate the microoperations that execute the instruction fetched from
memory. The microoperation steps to be generated in processor register depend on the operation
code part of the instruction. Each instruction has its own microprogram routine stored in a given
location of control memory. The transformation from the instruction code bits to an address in
control memory where the routine is located is referred to as a mapping process. A mapping
procedure is a rule that transforms the instruction code into a control memory address. Once the
required routine is reached, the microinstructions that execute the instruction may be sequenced
by incrementing the control address register, but sometimes the sequence of microoperations will
depend on values of certain status bits in processor registers. Micro programs that employ
subroutines will require an external register for storing the return address. Return addresses
cannot be stored in ROM because the unit has no writing capability.

When the execution of the instruction is completed, control must return to the fetch
routine. This is accomplished by executing an unconditional branch microinstruction to the first
address of the fetch routine. In summary, the address sequencing capabilities required in control
memory are:

1. Incrementing of the control address register.
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2. Unconditional branch or conditional branch, depending on statues bit conditions.
3. A mapping process from the bits of the instruction to an address for control memory.
4. A facility for subroutine call and return.

Figure 4-2 shows a block diagram of a control memory and the associated hardware needed
for selecting the next microinstruction. The microinstruction in control memory contains a set of
bits to initiate micro oprerations in computer registers and other bits to specify the method by
which the next address is obtained. The diagram shows four different paths from which the
control address register (CAR) receive the address. The incremented increments the content of
the control address register by one, to select the next microinstruction in sequence. Branching is
achieved by specifying the branch address in one of the fields of the microinstruction.
Conditional branching is obtained by using part of the microinstruction to select a specific statues
bit in order to determine its condition. An external address is transferred into control memory via
a mapping logic circuit. The return address for a subroutine is stored in a special register whose
value is then used when the microprogram wishes to return form the subroutine.

4.2.1 CONDITIONAL BRANCHING

The branch logic provides decision-making capabilities in the control unit. The status conditions
are special bits in the system that provide parameter information such as the carry-out of an
adder, the sign bit of a number, the mode bits of an instruction, and input or output status
conditions. Information in these bits can be tested and actions initiated based on their condition:
whether their value is 1 or 0. The status bits, together with the field in the microinstruction that
specifies a branch address, control the conditional branch decisions generated in the branch logic.

The branch logic hardware may be implemented in a variety of ways. The simplest way is
to test the specified condition and branch to the indicated address if the condition is met;
otherwise, the address register is incremented.

This can be implemented with a multiplexer. Suppose that there are eight status bit
conditions in the system. Three bits in the microinstruction are used to specify any one of eight
status bit conditions. These three bits provide the selection variables for the multiplexer. If the
selected status bits in the 1 state, the output of the multiplexer is 1; otherwise, it is 0. A 1 output
in the multiplexer generates a control signal to transfer the branch address from the
microinstruction into the control address register. A 0 output in the multiplexer causes the address
register to be incremented. In this configuration, the microprogram follows one of two possible
paths, depending on the value of the selected status bit.

An unconditional branch microinstruction can be implemented by loading the branch
address from control memory into the control address register. This can be accomplished by
fixing the value of one status bit at the input of the multiplexer, so it is always equal to 1. A
reference to this bit by the status bit select lines from control memory causes the branch address
to loaded into the control address register unconditionally.
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Fig. 4.2 Selection of Address for control memory.

4.2.3 MAPPING OF INSTRUCTION

A special type of branch exists when a microinstruction specifies a branch to the first word in
control memory where a microprogram routine for an instruction is located. The status bits for
this type of branch are the bits in the operation code part of the instruction. For example, a
computer with a simple instruction format as shown in Fig. 4-3 has an operation code of four bits
which can specify up to 16 distinct instructions. Assume further that the control memory has 128
words, requiring an address of seven bits. For each operation code there exists a micro program
routine in control memory that executes the instruction. One simple mapping process that
converts the 4-bit operation code to a 7-bit address for control memory is shown in fig. 4-3. This
mapping consists of placing a 0 in the most significant bit of the address, transferring the four
operation code bits, and clearing the two lest significant bits of the control address register. This
provides for each computer instruction a microprogram routine with a capacity of four
microinstructions. If the routine needs more than four microinstructions, it can use addresses
1000000 through 1111111. If it uses fewer than four microinstructions, the unused memory
cautions would be available for other routines.



62

One can extend this concept to a more general mapping rule by using a ROM to specify the
mapping function. In this configuration, the bits of the instruction specify the address of a
mapping ROM. The contents of the mapping ROM give the bits for the control address register.
In this way the microprogram routine that executes the instruction can be placed in any desired
location in control memory. The mapping concept provides flexibility for adding instruction for
control memory as the need arises.

Opcode

Computer instruction: 1 0 1 1 address

Mapping bits: 0| x X X x| 0 0

Microinstruction address: 0 1 01 1 0 O

Figure 4-3 Mapping from instruction code to microinstruction address.

The mapping function is sometimes implemented by means of an integrated circuit
called programmable logic device or PLD. A PLD is similar to ROM in concept except that it
uses AND and OR gates with internal electronic fuses. The interconnection between inputs, AND
gates, OR gates, and outputs can be programmed as in ROM. A mapping function that can be
expressed in terms of Boolean expressions can be implemented conveniently

424 SUBROUTINES

Subroutines are programs that are used by other routines to accomplish a particular task. A
subroutine can be called from any point within the main body of the microprogram. Frequently,
many micro programs contain identical sections of code. Micro instructions can be saved by
employing subroutines that use common sections of microcode. For example, the sequence of
microoperation needed to generate the effective address of the operand for an instruction is
common to all memory reference instructions. This sequence could be a subroutine that is called
from within many other routines to execute the effective address computation.

Micro programs that use subroutines must have a provision for storing the return address
during a subroutine call and restoring the address during a subroutine return. This may be
accomplished by placing the incremented output form the control address register into a
subroutine register and branching to the beginning of the subroutine. The subroutine register can
then become the source for transferring the address for the return to the main routine. The best
way to structure a register file that stores addresses for subroutines is to organize the registers in a
last-in, first-out (LIFO) stack.

4.3 MICROPROGRAM EXAMPLE

Once the configuration of a computer and its micro programmed control unit is established, the
designer’s task is to generate the microcode for the control memory. This code generation is
called microprogramming and is a process similar to conventional machine language
programming. To appreciate this process, we present here a simple digital computer and show
how it is micro programmed. The computer used here is similar but not identical to the basic
computer.
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431 COMPUTER CONFIGURATION

The block diagram of the computer is shown in Fig 4-4. It consists of two memory units: a main
memory for storing instructions and data, and a control memory for storing he microprogram.
Four register are associated with the processor unit and two with the control unit. The processor
registers are program counter PC, address register AR, data register DR, and accumulator register

Figure-4-4 Computer hardware configuration

DR, and accumulator register AC. The function of these registers is similar to the basic computer.
The control unit has a control address register CAR and a subroutine register SBR. The control
memory and its registers are organized as a micro programmed control unit, as shown in Fig. 4-2.

The transfer of information among the register in the processor is done through
multiplexers rather than a common bus. DR can receive information from AC, PC, or memory.
AR can receive information from PC or DR, PC can receive information only from AR. The
arithmetic, logic, and shift unit performs micro opreations with data from AC and DR and places
the result in AC. Note that memory receive its address from AR. Input data written to memory
come from DR, and data read from memory can go only to DR.

The computer instruction format is depicted in Fig. 4-5(a). It consists of three fields: a 1-
bit field for indirect addressing symbolized by I, a 4-bit operation code (opcode), and an 11-bit
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address field. Figure 4-5(b) lists four of the 16 possible memory-reference instructions. The ADD
instruction adds the content of the operand found in the effective address to the content of AC.
The BRANCH instruction causes a branch to the effective address if the operand in AC is
negative. The program proceeds with the next consecutive instruction if AC is not negative. The
AC is negative if its sign bit (the bit in the leftmost position of the register) is a 1. The STORE
instruction transfers the content of AC into the memory word specified by the effective address.
The EXCHANGE instruction swaps the data between AC and the memory word specified by the
effective address.

It will be shown subsequently that each computer instruction must be micro programmed.
In order not to complicate the microprogramming example, only four instructions are considered
here. It should be realized that 12 other instructions can be included and each instruction must be
micro programmed by the procedure outlined below.

4.3.2 MICROINSTRUCTION FORMAT

The microinstruction format for the control memory is shown in Fig. 4-6. The 20 bits of the
microinstruction are divided into four functional parts. The three fields F1, F2, and F3 specify
microoperations for the computer. The CD field

1 Opcode Address

(a) Instruction format

Symbol Opcode Description
ADD 0000 AC < AC + M [EA]
BRANCH 0001 If (AC < 0) then (PC « EA)
STORE 0010 M[EA] « AC
EXCHANGE 0011 AC « M[EA], M[EA] « AC

EA is the effective address
(b) Four computer instructions

Fig 4-5 Computer instructions
3 3 3 2 2 7

F1 F2 F3 CD BR AD

F1, F2 F3: Microoperation fields
CD: Condition for branching

BR : Branch field

AD : Address field

Figure 4.6 Microinstruction code format (20 bits).
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selects status bit conditions. The BR field specifies the type of branch to be used. The AD field
contains a branch address. The address field is seven bits wide, since the control memory has 128
= 2" words.

The microoperations are subdivided into three fields of three bits each. The three bits in
each field are encoded to specify seven distinct microoperations as listed in Table 4-1. This gives
a total of 21 microoperations. No more than three microoperations can be chosen for a
microinstruction, one from each field. If fewer than three microoperations are used, one or more
of the fields will use the binary code 000 for no operation. As an illustration, a microinstruction
can specify two simultaneous micro operation from F2 and F3 and none from F1.

DR < M[AR]  with F2 = 100
and PC<« PC+1 withF3=101

The nine bits of the microoperation fields will than be 000 100 101. It is important to realize that
two or more conflicting microoperations cannot be specified simultaneously. For example, a
microoperation field 010 001 000 has no meaning because it specifies the operations to clear AC
to 0 and subtract DR from AC at the same time.

Each microoperation in Table 4-1 is defined with a register transfer statement and is
assigned a symbol for use in a symbolic microprogram. All transfer-type microoperations
symbols use five letters. The first two letters designate the source register, the third letters is
always a T, and the last two letters designate the destination register. For example, the
microoperation that specifies the transfer AC «<— DR (F1 = 100) has the symbol DRTAC, which
stands for a transfer from DR to AC.

The CD (condition) field consists of two bits which are encoded to specify four status bit
conditions as listed in Table 7-1. The first condition is always a 1, so that a reference to CD = 00
(or the symbol U) will always find the condition to be true. When this condition is used in
conjunction with the BR (branch) field, it provides an unconditional branch operation. The
indirect bit

Table 4-1 Symbols and Binary Code for Microinstruction Fields

F1 Microoperation Symbol
000 None NOP

001 AC « AC +DR ADD

010 AC <0 CLRAC
011 AC < AC+1 INCAC
100 AC <« DR DRTAC
101 AR « DR(0-10) DRTAR
110 AR < PC PCTAR
111 M [AR] « DR WRITE
F2 Microoperation Symbol

000 None NOP
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001 AC < AC-DR SuB
010 AC < ACv DR OR
011 AC <~ AC ADR AND
100 DR « M [AR] READ
101 DR < AC ACTDR
110 DR < DR + 1 INCDR
111 DR (0-10) < PC PCTDR
F3 Microoperation Symbol
000 None NOP
001 AC « AC® DR XOR
010 AC < AC COM
011 AC < shl AC SHL
100 SHR
AC « shr AC
101 INCPC
PC«PC+1
110 ARTPC
PC « AR
111
Reserved
CD Condition Symbol Comments
00 Always =1 U Unconditional branch
01 DR(15) I Indirect address bit
10 AC(15) S Sign bit of AC
11 AC=0 Zero value in AC
BR Symbol Function
00 JMP CAR « AD if condition = 1
CAR «- CAR + 1 if condition =0
01 CALL CAR « AD, SBR «CAR + 1 if condition = 1
CAR « CAR + 1 if condition =0
10 RET CAR <« SBR (Return from subroutine)
11 MAP

CAR (2-5) « DR (11-14), CAR (0,1,6) <- 0

| is available from bit 15 of DR after an instruction is read from memory. The sign bit of AC
provides the next status bit. The zero value, symbolized by Z, is a binary variable whose value is
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equal to 1 if all the bits in AC are equal to zero. We will use the symbols U, I, S, and Z for the
four status bits when we write micro programs in symbolic form.

The BR (branch) field consists of two bits. It is used, in conjunction with address field AD,
to choose the address of the next microinstruction. As shown in Table 4-1, when BR = 00, the
control performs a jump (JMP) operation (which is similar to a branch), and when BR = 01, it
performs a call to subroutine (CALL) operation. The two operations are identical except that a
call microinstruction stores the return address in the subroutine register SBR. The jump and call
operations depend on the value of the CD field. If the status bit condition specified in the CD
field is equal to 1, the next address in the AD field is transferred to the control address register
CAR. Otherwise, CAR is incremented by 1.

The return from subroutine is accomplished with a BR field equal to 10. This causes the
transfer of the return address from SBR to CAR. The mapping from the operation code bits of the
instruction to an address for CAR is accomplished when the BR field is equal to 11. This
mapping is as depicted in Fig. 4-3. the bits of the operation code are in DR after an instruction is
read from memory. Note that the last two conditions in the BR field are independent of the values
in the CD and AD fields.

433 SYMBOLIC MICROINSTRUCTIONS

The symbols defined in Table 4-1 can be used to specify microinstructions in symbolic form. A
symbolic micro program can be translated into its binary equivalent by means of an assembler. A
microprogram assembler is similar in concept to a conventional computer assembler. The
simplest and most straightforward way to formulate an assembly language for a microprogram is
to define symbols for each field of the microinstruction and to give users the capability for
defining their own symbolic addresses.

Each line of the simply language micro program defines a symbolic microinstruction.
Each symbolic microinstruction is divided into five fields: label, microoperation, CD, BR, and
AD. The fields specify the following information.

1. The label field may be empty or it may specify a symbolic address. A label is terminated
with a colon (©)

2. The microoperations field consists of one, two, or three symbols, separated by commas,
from those defined in Table 4-1. There may be no more than one symbol from each F
field. The NOP symbol is used when the microinstruction has no microoperations. This
will be translated by the assembler to nine zeros.

The CD field has one of the letters U, I,S, or Z.

4. The BR field contains one of the four symbols defined in Table 4-1.

5. The AD field specifies a value for the address field of the microinstruction in one of three
possible ways:

a. With a symbolic address, which must also appear as a label.

b. With the symbol NEXT to designate the next address in sequence.

C. When the BR field contains a RET or MAP symbol, the AD field is lift empty and is

converted to seven zeros by the assembler.

We will use also the pseudo instruction ORG to define the origin, or first address, of a
microprogram routine. Thus the symbol ORG 64 informs the assembler to place the next
microinstruction in control memory at decimal address 64, which is equivalent to the binary
address 1000000.
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434 THEFETCH ROUTINE

The control memory has 128 words, and each word contains 20 bits. To microprogram the control
memory, it is necessary to determine the bit values of each of the 128 words. The first 64 words
(addresses 0 to 63) are to be occupied by the routines for the 16 instructions. The last 64 words
may be used for any other purpose. A convenient starting location for the fetch routine is address
64. the microinstructions needed for the fetch routine are

AR « PC
DR < M [AR], PC <~ PC + 1
AR < DR (0-10), CAR (2-5) < DR (11-14), CAR 90,1,6)« 0

The address of the instruction is transferred from PC to AR and the instruction is then read from
memory into DR. Since no instruction register is available, the instruction code remains in DR.
The address part is transferred to AR and then control is transferred to one of 16 routines by
mapping the operation code part of the instruction from DR into CAR.

The fetch routine needs three microinstructions, which are placed in control memory at
addresses 64, 65, and 66. Using the assembly language conventions defined previously, we can
write the symbolic microprogram for the fetch routine as follows:

ORG 64

FETCH: PCTAR U JMP NEXT
READ, INCPE U JMP NEXT
DRTAR U MAP

The translation of the symbolic microprogram to biary produces the following binary
microprogram. The bit values are obtained from Table 4-1.

Binary Address  F1 F2 F3 CD BR AD

1000000 110 000 000 00 00 1000001
1000001 000 100 101 00 00 1000010
1000010 101 101 000 00 11 0000000

The three microinstructions that constitute the fetch routine have been listed in three
different representations. The register transfer representation shows the internal register transfer
operations that each microinstruction implements. The symbolic representation is useful for
writing microprograms in an assembly language format. The binary representation is the actual
internal content that must be stored in control memory. It is customary to write microprograms in
symbolic form and then use an assembler program to obtain a translation to binary.

435 SYMBOLIC MICROPROGRAM

The execution of the third (MAP) microinstruction in the fetch routine results in a branch to
address Oxxxx0, where xxxx are the four bits of the operation code. For example, if the
instruction is an ADD instruction whose operation code is 0000, the MAP microinstruction will
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transfer to CAR the address 0000000, which is the start address for the ADD routine in control
memory. The first address for the BRANCH and STORE routines are 0 0001 00 (decimal 4) and
0 0010 00 (decimal 8), respectively. The first address for the other 13 routines are at address
values 12, 16, 20,...., 60. This gives four words in control memory for each routine.

In each routine we must provide microinstructions for evaluating the effective address and
for executing the instruction. The indirect address mode is associated with all memory-reference
instructions. A saving in the number of control memory words may be achieved if the
microinstructions for the indirect address are stored as a subroutine. This subroutine, symbolized
by INDRCT, is located right after the fetch routine, as shown in Table 7-2. the table also shows
the symbolic microprogram for the fetch routine and the microinstruction in the ADD routine
calls subroutine INDRCT, conditioned on status bit I. If I =1, a branch to INDRCT occurs and
the return address (address 1 in this case) is stored in the subroutine register SBR. The INDRCT
subroutine has two microinstructions:

INDRCT:  READ U JMP NEXT
KRTAR U RET
Table 4.2 Symbolic Micro program

Label Micro operations CD BR AD
ORG 0
ADD NOP I CALL INDRCT
READ U JMP NEXT
ADD U JMP FETCH
ORG 4
BRANCH: NOP S JMP OVER
NOP U JMP FETC
OVER: NOP I CALL INDRCT
ARTPC U JMP FETCH
ORG 8
STORE: NOP | CALL INDRCT
ACTDR U JMP NEXT
WRITE U JMP FETCH
ORG 12

EXCHANGE: NOP I CALL INDRCT
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READ U JMP NEXT
ACTDR, DRTAC U JMP NEXT
WRITE U JMP FETCH
ORG 64
FETCH: PCTAR U JMP NEXT
READ, INCPC U JMP NEXT
DRTAR U MAP
INDRCT: READ U JMP NEXT
DRTAR U RET

Remember that an indirect address considers the address part of the instruction as the
address where the effective address is stored rather than the address of the operand. Therefore, the
memory has to be accessed to get the effective address, which is then transferred to AR. The
return from subroutine (RET) transfers the address from SBR to CAR, thus returning to the
second microinstruction of the ADD routine.

The execution of the ADD instruction is carried out by the microinstruction at addresses 1 and 2.
The first microinstruction reads the operand from memory into DR. the second microinstruction
performs an add microoperation with the content of DR and AC and then jumps back to the
beginning of the fetch routine.

The BRANCH instruction should cause a branch to the effective address if AC < 0. The
AC will be less than zero if its sign is negative, which is detected from status bit S being a 1. The
BRANCH routine in Table 4-2 starts by checking the value of S. If S is equal to 0, no branch
occurs and the next microinstruction causes a jump back to the fetch routine without altering the
content of PC. If S is equal to 1, the first JMP microinstruction transfers control to location
OVER. The microinstruction at this location calls the INDRCT subroutine if | = 1. The effective
address is then transferred from AR to PC and the microprogram jumps back to the fetch routine.

The STORE routine again uses the INDRCT subroutine if | = 1. The content of AC is
transferred into DR. A memory write operation is initiated to store the content of DR in a location
specified by the effective address in AR.

The EXCHANGE routine reads the operand from the effective address and places it in DR
and AC are interchanged in the third microinstruction. This interchange is possible when the
registers are of the edge-triggered type. The original content of AC that is now in now in DR is
stored back in memory.

Note that Table 4-2 contains a partial list of the microprogram. Only four out of 16
possible computer instructions have been micro programmed. Also control memory words at
locations 69 to 127 have not beden used. Instructions such as multiply, divide, and others that
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require a long sequence of microoperations will need more than four microinstructions for their
execution. Control memory words 69 to 127 can be used for this purpose.

43.6 BINARY MICROPROGRAM

The symbolic microprogram is a convenient form for writing micro programs in a way that
people can read and understand. But this is not the way that the microprogram is stored in
memory. The symbolic microprogram must be translated to binary either by means of an
assembler program or by the user if the microprogram is simple enough as in this example.

The equivalent binary form of the microprogram is listed in Table 4-3. The addresses for
control memory are given in both decimal and binary. The binary content of each
microinstruction is derived from the symbols and their equivalent binary values as defined in
Table 4-1.

Note that address 3 has no equivalent in the symbolic microprogram since the ADD routine
has only three microinstructions at addresses 0,1, and 2. The next routine starts at address 4. Even
though address 3 is not used. Some binary value must be specified for each word in control
memory. We could have specified all 0’s in the word since this location will never be used.
However, if some unforeseen error occurs, or if a noise signal sets CAR to the value of 3, it will
be wise to jump to jump to address 64, which is the beginning of the fetch routine.

The binary micro program listed in Table 4-3 specifies the word content of the control
memory. When a ROM is used for the control memory, the

Micro Address Binary Microinstruction

Routine
Decimal Binary F1 F2 F3 CD BR AD

ADD 0 0000000 000 000 000 01 01 1000011
1 0000001 000 100 000 00 00 0000010
2 0000010 001 000 000 00 00 1000000
3 0000011 000 000 000 00 00 1000000

BRANCH 4 0000100 000 000 000 10 00 0000110
5 0000101 000 000 000 00 00 1000000
6 0000110 000 000 000 01 01 1000011
7 0000111 000 000 110 00 00 1000000

STORE 8 0001000 000 000 000 01 01 1000011
9 0001001 000 101 000 00 00 0001010
10 0001010 111 000 000 00 00 1000000

11 0001011 000 000 000 00 00 1000000
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EXCHANGE 12 0001100 000 000 000 01 01 1000011
13 0001101 001 000 000 00 00 0001110
14 0001110 100 101 000 00 00 0001111
15 0001111 111000 000 000 00 00 1000000
FETCH 64 1000000 110 000 000 00 00 1000001
65 1000001 000 100 101 00 00 1000010
66 1000010 101 000 000 00 11 0000000
INDRCT 67 1000011 000 100 000 00 00 1000100
68 1000100 101 000 000 00 10 0000000

microprogram binary list provides the truth table for fabricating the unit. This fabrication is a
hardware process and consists of creating a mask for the ROM so as to produce the 1’s and 0’s
for each word. The bits of ROM are fixed once the internal links are fused during the hardware
production. The ROM is made of IC packages that can be removed if necessary and replaced by
other packages. To modify the instruction set of the computer, it is necessary to generate a new
microprogram and mask a new ROM. The old one can be removed and the new one inserted in its
place.

If a writable control memory is employed, the ROM is replaced by a RAM. The advantage
of employing RAM for the control memory is that the microprogram can be altered simply by
writing a new pattern of 1’s and 0’s without resorting to hardware procedures. A writable control
memory possesses the flexibility of choosing the instruction set a computer dynamically by
changing the microprogram under processor control. However, most microprogrammed systems
use a ROM for the control memory because it is cheaper and faster than a RAM and also to
prevent the occasional user from changing the architecture of the system.

4.4 DESIGN OF CONTROL UNIT

The bits of the microinstruction are usually divided into fields, with each field defining a distinct,
separate function. The various fields encountered in instruction formats provide control bits to
initiate microoperations in the system, special bits to specify the way that the next address is to be
evaluated, and an address field for branching. The number of control bits that initiate micro
operation can be reduced by grouping mutually exclusive variables into fields and encoding the k
bits in each field to provide 2 microoperations. Each field requires a decoder to produce the
corresponding control signals. This method reduces the size of the microinstruction bits but
requires additional hardware external to the control memory. It also increases the delay time of
the control signals because they must propagate through the decoding circuits.

The encoding of control bits was demonstrated in the programming example of the
preceding section. The nine bits of the microoperation field are divided into three subfields of
three bits each. The control memory output of each subfield must be decoded to provide the
distinct microoperations. The outputs of the decoders are connected to the appropriate inputs in
the processor unit.
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Figure 4-7 shows the three decoders and some of the connections that must be made from their
outputs. Each of the three fields of the microinstruction presently available in the output of control
memory are decoded with a 3 x 8 decoder to provide eight outputs. Each of these outputs must be
connected to the proper circuit to initiate the corresponding microoperation as specified in Table 7-1.
For example, when FI = 101 (binary 5), the next clock pulse transition transfers the content of DR (0-
10) to AR (symbolized by DRTAR in Table 7-1). Similarly, when F1 = 101 (binary 6) there is a transfer
from PC to AR (symbolized by PCTAR). As shown in Fig. 4-7, outputs 5 and 6 of decoder F1 are
connected to the load input of AR so that when either one of these outputs is active, information from
the multiplexers is transferred to AR. The multiplexers select the information from DR when output 5 is
active and from PC when output 5 in inactive. The transfer into AR occurs with a clock pulse transition
only when output 5 or output 6 of the decoder are active. The other outputs of the decoders that initiate
transfers between registers must be connected in a similar fashion.

The arithmetic logic shift unit can be designed, instead of using gates to generate the
control signals marked by the symbols AND, ADD, and DR in Fig 4.7, these inputs will now
come from the outputs of the decoders associated with the symbols AND, ADD, and DRTAC,
respectively
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Figure 4-7 Decoding of microoperation fields

as shown in Fig. 4-7. the other output of the decoders that are associated with an AC operation
must also be connected to the arithmetic logic shift unit in a similar fashion .

441 MICROPROGRAM SEQUENCER

The basic components of a micro programmed control unit are the control unit are the control
memory and the circuits that select the next address. The address selection part is called a
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microprogram sequencer. A microprogram sequencer can be constructed with digital functions to
suit a particular application. However, just as there are large ROM units available in integrated
circuit packages, so are general purpose sequencers suited for the construction of microprogram
control units. To guarantee a wide range of acceptability, an integrated circuit sequencer must
provide an internal organization that can be adapted to a wide range of applications.

The purpose of a microprogram sequencer is to present is to present an address to the
control memory so that a microinstruction may be read and executed. The next-address logic of
the sequencer determines the specific address source to be loaded into the control address
register. The choice of the address source is guided by the next-address information bits that the
sequencer receives from the present microinstruction. Commercial sequencers include within the
unit an internal register stack used for temporary storage of addresses during microprogram
looping and subroutine calls. ;some sequencers provide an output register which can function as
the address register for the control memory.

To illustrate the internal structure of a typical microprogram sequencer we will show a
particular unit that is suitable for use in the microprogram computer example developed in the
preceding section. The block diagram of the microprogram sequencer is shown in Fig. 4-8. The
control memory is included in the diagram to show the interaction between the sequencer and the
memory attached to it. There are two multiplexers in the circuit. The first multiplexer selects an
address from one of four sources and routes it into a control address register CAR. The second
multiplexer tests the value of a selected status bit and the result of the test is applied to an input
logic circuit. The output from CAR is incremented and applied to one of the multiplexer inputs
and to the subroutine register SBR. The other three inputs to multiplexer number 1 come from the
address field of the present microinstruction, from the output of SBR, and from an external sour