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Proof of antitrust impact and estimation of damages are central elements in
antitrust cases. Generally, more is needed for these purposes than simple ob-
servational evidence regarding changes in price levels over time. This is be-
cause changes in economic conditions unrelated to the behavior at issue also
may play a role in observed outcomes. For example, prices of consumer elec-
tronics have been falling for several decades because of technological pro-
gress. Against that backdrop, a successful price-fixing conspiracy may not
lead to observable price increases but only slow their rate of decline. There-
fore, proof of impact and estimation of damages often amounts to sorting out
the effects on market outcomes of illegal behavior from the effects of other
market supply and demand factors.

Regression analysis is a statistical technique widely employed by econo-
mists to identify the role played by one factor among those that simultane-
ously determine market outcomes. In this way, regression analysis is well
suited to proof of impact and estimation of damages in antitrust cases. For that
reason, regression models have become commonplace in antitrust litigation.'

In our experience, one aspect of regression results that often attracts spe-
cific attention in that environment is the statistical significance of the esti-
mates. As is discussed below, some courts, participants in antitrust litigation,
and commentators maintain that stringent levels of statistical significance
should be a threshold requirement for the results of regression analysis to be
used as evidence regarding impact and damages. They do so from two differ-
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ent perspectives. First, it is argued that strict requirements on levels of statisti-
cal significance provide a necessary and appropriate limit on the frequency
with which statistical results showing impact and damages are simply a statis-
tical sampling accident. In a setting where the alleged anticompetitive behav-
ior had no actual impact, the probability of getting a positive damage estimate
is still 50 percent. More generally, the probability of a positive damage esti-
mate approaches 50 percent, regardless of the true damages, as the damage
estimate gets more and more imprecise. In this context, a statistical signifi-
cance threshold provides a safeguard against false findings of damages. Sec-
ond, proponents of statistical significance thresholds argue that the economics
profession treats stringent levels of statistical significance as a necessary ele-
ment for purposes of accepting regression-based results as valid, and that legal
rules associated with expert evidence should require nothing less.

On the other hand, as is also described below, other scholars, antitrust prac-
titioners, and courts maintain that a proper understanding of statistical signifi-
cance argues against adoption of conventional statistical significance
thresholds as an evidentiary requirement. Instead, according to this side of the
debate, the inferences to be drawn from a regression result depend not only on
its statistical significance but also on its interplay with other evidence in the
case. Inflexible statistical significance requirements may unduly limit the in-
formation available to properly decide the case.

We count ourselves on this side of the argument. We think that the statisti-
cal standards need to fit the circumstances. We think it appropriate, for exam-
ple, that a penalty in a criminal case requires a higher evidentiary standard
than an antitrust damage award. In addition, the evidentiary standard should
apply to the totality of the evidence, which means that the statistical regres-
sion-based evidence needs to be more conclusive if the rest of the evidence is
weak, but less conclusive if the rest of the evidence is strong.

There is growing awareness within the economics and statistics professions
that conventional significance thresholds have little real claim to act as stan-
dards to legitimize regression results, despite the widespread attention they
receive.? Moreover, the evidentiary thresholds associated with proof of impact
and estimation of damages in an antitrust case may differ from the confidence
thresholds implicit in conventional significance measures. (We elaborate on
the reasons for this potential misalignment below.) In that regard, a rule that
requires statistical evidence of impact and damages to meet a stringent statisti-

2 As detailed further below, the American Statistical Association (ASA) has recently taken a
formal position critiquing the pervasive use of arbitrary thresholds, i.e., conventional statistical
significance thresholds. Press Release, Am. Statistical Ass’n, American Statistical Association
Releases Statement on Statistical Significance and P-values (Mar. 7, 2016) [hereinafter American
Statistical Association Press Release].
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cal significance threshold potentially could preclude regression results that
nonetheless possess sufficient evidentiary weight to legally carry the day.

In recent years, courts have moved on various fronts to clearly articulate the
nature of evidence necessary to sustain antitrust actions. As regression analy-
sis plays an increasingly central role in those cases, courts soon will need to
decide the proper role for statistical significance. The stakes for the conduct of
antitrust litigation will be very high. Accordingly, the time is ripe to fully
examine the underlying issues.

The purpose of this article is to contribute to that process. While the critics
of conventional thresholds for statistical significance may offer a compelling
argument about what not to do, they have little or nothing to say about what
should be done instead. Faced with that lack of an alternative, it is therefore
unsurprising that many practitioners have adopted the conventional approach.
While we cannot offer a mechanical alternative to the traditional mechanical
thresholds, what we do offer is a way of thinking about the choice of thresh-
olds that embodies the non-statistical evidence as well as the evidentiary stan-
dard that may favor either the defense or the plaintiff.

Below, we discuss the intellectual foundations of statistical significance
thresholds, alternative ways of viewing “significance,” loss tradeoffs associ-
ated with inferential decision making, and the nature of evidentiary burdens
(both implicit in conventional statistical significance levels and explicit in le-
gal standards). Our recommendation is that regression evidence be viewed
contextually, based both upon its economic significance and its statistical sig-
nificance. Further, we recommend that such significance (in both respects) has
to be evaluated against the backdrop of other evidence in the case that tends to
make the specific implications of the regression results more or less plausible.
More broadly, in deciding whether and how to use the regression results in
antitrust matters, we urge an approach that explicitly recognizes not just the
prospect of false positives (the focus of statistical significance) but also the
consequent implications of any decision rule for false negatives. We conclude
by offering an integrated Bayesian decision framework in which all of these
elements can be incorporated.

I. THE ROLE OF REGRESSION ANALYSIS

In addition to establishing the presence of behavior that is illegal under the
antitrust laws, the accuser, whether a government entity or a private antitrust
plaintiff, faces two further requirements to obtain monetary recovery from the
defendant(s). The accuser must establish impact—i.e., that there has been in-
jury by the illegal behavior—and generally must also be able to provide a
reasonable quantification of the damages that flow from that behavior. (In a
government action, fines may be based on the benefits the accused received or
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the damages caused.?) The focus in many antitrust cases, both for impact and
damages, is on the extent to which the illegal behavior altered prices. As a
matter of basic economics, prices are expected to reflect market supply and
demand characteristics, one of which is the degree of competition operating
on both sides of the market. Given the role played by competition in price
formation, behavior that materially limits competition can be expected to im-
pact prices.

However, that impact usually occurs against a market backdrop in which
changes in other market characteristics also have affected prices. Those char-
acteristics may include input costs, prices for substitutes and complements,
factors that drive the willingness and propensity to pay on the part of buyers,
the quality and extent of market information, and governmental rules and reg-
ulations. Thus, the impact of allegedly anticompetitive behavior may be ob-
scured or incorrectly suggested by price movements tied to changes in other
supply and demand factors. Even where price movements occurring in con-
junction with challenged behavior are consistent with (and therefore support-
ive of) impact and damages, a plaintiff relying solely on those movements as
proof of impact or damages typically faces a counter-argument from the de-
fendant(s) that those movements were attributable (all or in part) to other mar-
ket factors.* As a result, simple inspection of prices over time is often not
sufficient for purposes of assessing impact or damages.

Regression analysis is a widely used and accepted statistical tool for identi-
fying the relationship between a market outcome and other market factors
thought, at least potentially, to have some causal relationship with that out-
come. In performing regression analysis, one embeds data for the market out-
come (of interest in the matter at hand) and other likely causal factors in a
model specification and then uses statistical methods to identify the relation-
ships between the outcome and those other factors. The regression produces
estimated coefficients linking changes in each factor to changes in the market
outcome. Given the presence of certain fairly general statistical properties
within the underlying data, these coefficients have statistically attractive char-
acteristics as estimates of the impact of each of those factors on the market
outcome.’

318 U.S.C. § 3571(c)(1)-(2), (d); 15 U.S.C. § 1; see William H. Page, Impact: Injury and
Causation, in ABA SEcCTION OF ANTITRUST LAW, PROVING ANTITRUST DAMAGES: LEGAL AND
EcoNowmic Issues 17-18 (2d ed. 2010).

4 For additional resources on the application of econometric techniques in antitrust, see, e.g.,
ABA Section of Antitrust Law, Econ. Comm., Selected Readings in Antitrust Economics: Ap-
plied Econometrics (Apr. 2014).

5In technical parlance, they provide the best linear unbiased estimate. JEFFREY M. WooL-
DRIDGE, INTRODUCTORY ECONOMETRICS: A MODERN APPROACH 101-02 (5th ed. 2013).
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Turning specifically to the antitrust context, if one designs a regression
model to explain price levels and also includes in the model variables repre-
senting other supply and demand factors, along with a variable that in some
fashion (for instance, by time period) captures the illegal behavior alleged in
the case, the coefficient associated with that behavior variable then provides
an estimate of the impact of the alleged illegal behavior on prices, holding
constant the effects of other market factors. Obviously, such an estimate has
direct relevance to the issues of antitrust impact and damages. Similarly, re-
gression analysis can be used to estimate the impact of alleged illegal behav-
ior on other market outcomes, such as wages, output, or product/service
offerings.

This ability to distinguish (at least statistically) the effects of illegal behav-
ior from other market factors is why regression analysis is so often brought
into the antitrust courtroom. Indeed, the ABA noted almost ten years ago that
“[e]conometric and statistical analysis of data have come to play an important
role in antitrust analysis.”® As noted by Daniel Rubinfeld, “[J]udicial interest
in using statistical methods also has been growing rapidly. Courts are finding,
to a greater and greater degree, that reliable statistical evidence can be invalu-
able in deciding questions of impact, harm, and damages in a range of cases,
including antitrust.””

Regression analysis can be an especially useful analytical tool in class ac-
tion antitrust cases, where common methods of proof are important.® In partic-
ular, a single regression model can provide evidence that is common to class
members. Moreover, a regression model also can be designed to analyze the
results of illegal behavior by location, by product, or even by customer.
Not surprisingly, then, when it comes to impact and estimates of damages,
“class certification cases have relied on statistical analyses, including
econometrics.”

6 ABA SecTioN oF ANTITRUST LAw, EcoNnoMmETRICS 116 (Lawrence Wu ed., 1st ed. 2005);
see also ABA SecTtioN oF ANTITRUST LAaw, EcoNnomETRICS 9 (Lawrence Wu ed., 2d ed. 2014)
[hereinafter ABA, EconoMmETRICS SECOND ED.].

7 Daniel L. Rubinfeld, Market Definition with Differentiated Products: The Post/Nabisco Ce-
real Merger, 68 AnTiTRUST L.J. 163, 164 (2000).

8 Current legal interpretations of the Federal Rules of Civil Procedure requirement that “ques-
tions of law or fact common to class members predominate over any questions affecting only
individual members” focus attention on the availability and reliability of a method of proof of
damages that does not require special treatment of individual members of the class and that is
based on analysis of facts and data of the case, not a presumption of impact solely from theory.
Fep. R. Civ. P. 23(b)(3). See, e.g., In re Hydrogen Peroxide Antitrust Litig., 552 F.3d 305, 310
(3d Cir. 2008).

9 ABA, EconomETRICS SECOND ED., supra note 6, at 195.
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II. THE STATISTICAL SIGNIFICANCE ISSUE

The existence of unexplained variation (which is inescapable as a practical
matter)'” means that coefficients estimated in a regression model are subject to
statistical uncertainty. In effect, the estimates are drawn randomly from a dis-
tribution of potential estimates centered on the true value of the coefficients.
Therefore, it is possible, purely as a statistical matter, to have an estimated
coefficient that indicates a relationship between the variable representing the
challenged conduct and prices where none exists in fact.

To see this graphically, Figure 1 illustrates a hypothetical probability distri-
bution for potential coefficient estimates when the true coefficient is zero.
This distribution of estimates around zero reflects that stochastic variability
that would occur if the experiment were repeated over and over—for exam-
ple, repeated random samples of size 50. The distribution is concentrated
close to zero or spread widely apart depending on the quality of the experi-
ment being studied—for example, as the sample size increases the distribution
becomes more concentrated around zero.

FIGURE 1:
A PROBABILITY DISTRIBUTION FOR A COEFFICIENT ESTIMATE
WITH NO ACTUAL RELATIONSHIP

As is shown in Figure 1, notwithstanding the absence of an underlying rela-
tionship, there is a 50 percent chance of an estimated positive coefficient. This
high probability of a finding of impact (or overcharge) when there was none
(a false positive, also known as a Type I error) leads one to consider ways to

10 Models must necessarily leave out various elements of reality to aid understanding. (If they
didn’t they would be reality itself.) The objective is that the elements omitted from the model do
not affect substantially the relationships of interest captured by the model. As noted by George
Box, “All models are wrong, some are useful.” GEorRGE E.P. Box & NormaN R. DrRAPER, Em-
PIRICAL. MODEL-BUILDING AND RESPONSE SURFACES 424 (1987).
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control the probability of that outcome. Referring to Figure 1, if instead of
deciding in favor of the hypothesis of impact if the estimate is positive, one
required an estimate in excess of 2, the probability of a false positive would
be far smaller, equal to the shaded area in the figure which is 2.2 percent of
the total area under the curve. Under these circumstances, for example, a posi-
tive estimate of 1.4, which is smaller than 2, could be described as “not statis-
tically significant at the 2.2 percent level.” To that estimate of 1.4 one can
attach a p-value, which is the just statistical significance found by acting as if
the threshold were 1.4, not 2.0. The p-value attaching to an estimate of 1.4 is
the probability to the right of 1.4 in Figure 1, which is 8.1 percent. Since the
p-value is equal to 8.1 percent, the estimate of 1.4 could be described as statis-
tically significant at the 10 percent level, but not the 5 percent or the 1 percent
level, referring to the three conventional significance levels.!!

There is no question that a p-value, properly understood, conveys important
information regarding the accuracy of an estimate in relation to the hypothesis
of no effect. It is also true that the three conventional levels for statistical
significance (1%, 5%, and 10%) can facilitate a conversation about the statis-
tical accuracy of an estimate, allowing the convenient asterisk notation: one,
two, or three asterisks for a coefficient statistically significant at the 10%, 5%,
or 1% level, respectively. But reporting results is not the same as using the
conventional significance levels to make actual decisions. Still, over many
years of conventional reporting (both in legal settings and in professional
journals) regarding whether or not regression estimates achieve these signifi-
cance levels, there is a strong impression, if not a reality, that economists view
those significance levels as minimum thresholds for valid statistical proof,
irrespective of the particular context.

This leads to the statistical significance issue that is the focus of this article.
What role should statistical significance play in the use of regression models
for purposes of proving impact and damages in antitrust litigation? Does the
presence of conventional statistical significance levels (10 percent or better) in
academic literature mean that the courts should conclude that there is no im-
pact when the statistical significance of the variable linking prices to the al-
leged illegal behavior does not reach those same levels? For example, should
the courts refuse to allow a jury to even consider a regression-based damages

1Tt is important to recognize that statistical significance does not convey the everyday sense
of significance which conveys importance or meaningfulness. Statistical significance means sim-
ply that, relative to the amount of statistical noise associated with the estimate, it falls a signifi-
cant distance away from zero. A dataset that is well explained by a regression model (and
therefore exhibits little statistical noise) might produce coefficient estimates that, in their practi-
cal implications, are really no different than zero—and therefore of little importance—but statis-
tically significant nonetheless.
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estimate that does not achieve at least a 10 percent statistical significance
level?

II. ACADEMIC AND LEGAL CONSIDERATION OF
CONVENTIONAL SIGNIFICANCE THRESHOLDS

As statistical analysis has become more commonplace in business and legal
settings, and attention to statistical significance measures has grown, many
have raised questions about the scientific legitimacy of those conventions.

A. StaTisTICIANS RECOGNIZE THE LACK OF FOUNDATION FOR
CONVENTIONAL SIGNIFICANCE THRESHOLDS

The origin of the convention apparently began with Ronald Fisher’s obser-
vation that a one in twenty occurrence was a rare event. Thus, the 0.05 thresh-
old to make the rejection of a true null hypothesis is a rare occurrence.
However, Fisher criticized the unthinking adoption of this threshold, noting
that:

[T]he calculation [at the 1% level] is absurdly academic, for in fact no scien-
tific worker has a fixed level of significance at which from year to year, and
in all circumstances, he rejects hypotheses; he rather gives his mind to each
particular case in the light of his evidence and his ideas. It should not be
forgotten that the cases chosen for applying a test are manifestly a highly
selected set, and that the conditions of selection cannot be specified even for
a single worker; nor that in the argument used it would clearly be illegiti-
mate for one to choose the actual level of significance indicated by a particu-
lar trial as though it were his lifelong habit to use just this level.?

In his econometrics textbook, Peter Kennedy calls hypothesis testing mis-
leading,'® observing that many believe that “hypothesis testing is overrated,
overused, and practically useless as a means of illuminating what the data in
some experiment are trying to tell us.”'* With regard to the widespread use of
5 percent statistical significance thresholds, Kennedy observes that, “[TThere
is no good reason why 5% should be preferred to some other percentage. The
father of statistics, R.A. Fisher, suggested it in an obscure 1923 paper, and it
has been blindly followed ever since.”’> In another classic statistics textbook,
Lehmann and Romano write,

By habit, and because of the convenience of standardization in providing a
common frame of reference, these values gradually became entrenched as

12RoNALD A. FISHER, STATISTICAL METHODS AND SCIENTIFIC INFERENCE 45 (3d ed. 1973).

13 PETER KENNEDY, A GUIDE TO ECconoMETRICS 60-61 (6th ed. 2008) (citing Geoffrey R.
Loftus, A Picture Is Worth a Thousand p levels: On the Irrelevance of Hypothesis Testing in the
Microcomputer Age, 25 BEHAVIOR RESEARCH METHODS, INSTRUMENTS AND COMPUTERS 250
(1993); Marks R. Nester, An Applied Statistician’s Creed, 45 AppLIED STATISTICS 401 (1996)).

14 Loftus, supra note 13, at 250 (quoted in KENNEDY, supra note 13, at 61).

15 KENNEDY, supra note 13, at 60.
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the conventional levels to use. This is unfortunate, since the choice of signif-
icance level should also take into consideration the power that the test will
achieve against the alternatives of interest. There is little point in carrying
out an experiment which has only a small chance of detecting the effect
being sought when it exists.'®

Criticism continues. For example, a recent article in the Journal of Empiri-
cal Finance by Jae H. Kim and Philip Inyeob Ji chronicles criticisms that have
been directed at significance testing over the years, such as:

(i) arbitrary choice of the level of significance; (ii) little consideration of the
power (or Type II error) of test; (iii) confusion between statistical and sub-
stantive importance (economic significance); and (iv) the practice of “sign
econometrics” and “asterisk econometrics” with little attention paid to effect
size. Despite these continuing criticisms, it appears that the practice of sig-
nificance testing has not improved noticeably.!”

Recently, The Journal of the American Statistical Association, one of the
premier statistical journals, issued the following commentary on statistical
significance and p-values:

“The p-value was never intended to be a substitute for scientific reasoning,”
said Ron Wasserstein, the ASA’s executive director. “Well-reasoned statisti-
cal arguments contain much more than the value of a single number and
whether that number exceeds an arbitrary threshold. The ASA statement is

LED)

intended to steer research into a ‘post p<0.05 era.”” . . .

The statement’s six principles, many of which address misconceptions and
misuse of the p-value, are the following:

1. P-values can indicate how incompatible the data are with a specified sta-
tistical model.

2. P-values do not measure the probability that the studied hypothesis is
true, or the probability that the data were produced by random chance alone.

3. Scientific conclusions and business or policy decisions should not be
based only on whether a p-value passes a specific threshold.

4. Proper inference requires full reporting and transparency.

5. A p-value, or statistical significance, does not measure the size of an
effect or the importance of a result.

6. By itself, a p-value does not provide a good measure of evidence regard-
ing a model or hypothesis.'?

16 E.L. LEHMANN & JosepH P. Romano, TESTING StaTisTicAL HypoTtHEsIs 57 (3d ed. 2005);
see also Morris H. DEGrRooT & MARK J. SCHERVISH, PROBABILITY AND StaTIsTICS 61720,
§ 9.9 (4th ed. 2012).

17 Jae H. Kim & Philip Inyeob Ji, Significance Testing in Empirical Finance: A Critical Re-
view and Assessment, 34 J. EmpiricaL FIN. 1, 2 (2015).

18 American Statistical Association Press Release, supra note 2.
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B. LEcgaL ATTITUDES TOWARDS CONVENTIONAL
SIGNIFICANCE THRESHOLDS

The treatment of statistical significance in legal settings has been mixed.
The Reference Guide on Multiple Regression published by the Federal Judi-
cial Center comments on the reporting of a conventional level of statistical
significance, observing that “[a]lthough the 5% criterion is typical, reporting
of more stringent 1% significance tests or less stringent 10% tests can also
provide useful information.”!® The court in FTC v. Swedish Match North
America, for example, rejected an econometric analysis where the observed
level of significance was 15 percent.’ In Sanner v. Board of Trade* the court
ruled that a demanding level of statistical significance is important to show
that the expert’s regression analysis is reliable.? In the Photochromic Lens
Antitrust Litigation, the district court noted that “[t]he Magistrate Judge also
found that [the expert’s] use of a 50% statistical significance measure in his
regressions, rather than the more rigorous 5% measure, rendered his models
incapable of providing a reliable, working methodology through which [plain-
tiffs] could prove impact.”?

However, the Supreme Court in Matrixx rejected the premise that “statisti-
cal significance is the only reliable indication of causation” because
“[s]tatistically significant data are not always available” and the phenomenon
being examined can be “subtle or rare” such that experts in the relevant field
must rely on other tools.>* In High-Tech Employees, the district court
concluded:

Defendants have not cited, nor has this Court found, any case holding that a
regression model must reject a null hypothesis of zero effect at least at the
10% significance level in order to be admissible. In fact, there is authority
holding otherwise. . . . See, e.g., Cook, 580 F. Supp. 2d at 1102, 1105 (re-
jecting argument that “statistical significance is a threshold requirement for
establishing the admissibility of expert testimony involving the use of statis-
tics” and holding that neither “the Tenth Circuit ([nor] any other court) has
adopted a rule barring admission of any epidemiological study that was not
statistically significant at the 95—percent confidence level.”); Kadas, 255
F.3d at 362 (rejecting the idea that a study is inadmissible as a matter of law
just because it is less statistically significant than the 5 % level).”

19 Daniel L. Rubinfeld, Reference Guide on Multiple Regression, in REFERENCE MANUAL ON
ScienTiFic Evipence (Thirp) 303, 320 (2011).

20 FTC v. Swedish Match, 131 F. Supp. 2d 151, 161 (D.D.C. 2000).

21 Sanner v. Bd. of Trade, No. 89 C 8467, 2001 WL 1155277 (N.D. Ill. Sept. 28, 2001).

22 ABA, EconomETRICS SECOND ED., supra note 6, at 35 n.39.

2 In re Photochromic Lens Antitrust Litig., No. 8:10-CV-00984-T-27EA, 2014 WL 1338605,
at ¥24 (M.D. Fla. Apr. 3, 2014).

24 Matrixx Initiatives, Inc. v. Siracusano, 131 S. Ct. 1309, 1319 (2011) (citations omitted).

25 In re High-Tech Employee Antitrust Litig., No. 11-CV-02509-LHK, 2014 WL 1351040, at
*15 (N.D. Cal. Apr. 4, 2014) (internal footnote omitted). Two of the authors, Drs. Johnson and
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As regression analysis assumes an expanding role in antitrust cases, the
treatment by the courts of statistical significance, both for evaluating regres-
sion-based evidence and in discharging their gate-keeping role for the admis-
sibility of regression evidence, is becoming increasingly important.

IV. PROBLEMS WITH ADOPTING CONVENTIONAL
STATISTICAL SIGNIFICANCE THRESHOLDS
AS EVIDENTIARY STANDARDS

A. Tue NuLL HypotHESIs oF No ErrecT
May Have LiTTLE RELEVANCE

As explained above, a p-value is the probability of observing the estimated
coefficient or larger under the assumption that there is no true relationship. In
the parlance of statistics, that assumption is referred to as the null hypothesis.
Since the coefficient can take on other values, there has to be some reason to
single out the zero value for special treatment. One reason for special treat-
ment is that the number zero may have “truth value,” while all the other possi-
ble values of the coefficient may not. For example, cases may allege acts that
either did not occur or did not cause damages, while the chance of damages
exactly equal to any other precise figure—e.g., $8,786,529.52 (an Excel-
driven random number), is vanishingly small. Zero damages has truth value;
$8,786,529.52 does not.

A truth value is a probability that may be any number between zero (impos-
sible) and one (certain). The scientific truth value of the null hypothesis
should play a role in determining the level of statistical significance. If scien-
tific opinion has the coefficient almost certainly equal to zero, it should take
strong evidence to change our minds, whereas weaker evidence should be
enough to alter our opinions if the scientific truth value of the zero hypothesis
is small.

To express this differently, a regression analysis can serve two purposes:
first, determining if the coefficient is different from zero (hypothesis testing);
and second, if the first hurdle is passed, determining the value of the coeffi-
cient (estimation). A statistician’s function in carrying out a hypothesis test is
to report whether the data are statistically compatible with the hypothesis of
no effect. A statistician’s function in carrying out estimation is to report the
best estimate and range of estimates that are compatible with the data—what
is called a confidence interval. Below we explain how the optimal damage
award can wisely use the results of both functions.

Leamer, were engaged by Class Plaintiffs in this litigation; Dr. Leamer testified on damages and
common impact.
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The relative importance of hypothesis testing versus estimation should de-
pend on the scientific truth value of the null hypothesis. If the scientific truth
value of the null hypothesis is great, emphasis should be put on hypothesis
testing, and the data must play two roles: determining if the coefficient is
different from zero (hypothesis testing) and, if zero is rejected, selecting a
value for the coefficient (estimation). If the scientific truth value of the null
hypothesis is small, the emphasis should be on estimation, with little energy
expended on studying the null hypothesis of no effect.

Measures of statistical uncertainty including p-values can play a role in
estimation as well as in hypothesis testing, and the presence of p-values in
traditional reporting of regression results does not in any way imply that the
null hypothesis of zero effect is especially relevant. A small p-value means
that the statistically supportable estimates within a confidence interval are nar-
rowly clustered around the best estimate, while a large p-value or small t-
value means that the range is wide. This is where the conventional levels of p-
values are undoubtedly helpful in creating standardized language for describ-
ing the width of the confidence intervals: limited, narrow, and very narrow,
corresponding with p-values of 0.10, 0.05 and 0.01.

The antitrust litigation terms, impact and damages, correspond imperfectly
with the two statistical activities: hypothesis testing and estimation. The evi-
dence in litigation is both numerical and textual; the latter refers to historical
documents and testimony. The textual information speaks primarily to impact:
was there illegal behavior and did it likely have an impact? It is useful to
suppose that the textual information can be summarized in one number: the
scientific truth value of the hypothesis of no impact. This summary of the
documents can be passed on to the statistician who uses it to conduct an anal-
ysis of the numerical data. If the documents are strong enough by themselves
to establish impact, then the statistician uses the data only to estimate the
damages, not to test the hypothesis of no impact. If the documents are weak,
then the data must be strong enough both to reject the hypothesis of no impact
and also to estimate the level of damages with adequate accuracy.

B. Economic SiGNIFICANCE Is NoT THE SAME AS
STATISTICAL SIGNIFICANCE

The word “significant” in everyday language is used to convey importance
or consequence, but the word pair “statistically significant,” properly used and
understood, means measurable, not consequential. Thus, for example, a small
and therefore inconsequential effect can be statistically significant, if the sam-
ple size is large enough to allow an accurate estimate of the small magnitude,
and a large and consequential effect can be found statistically insignificant if
the sample is too small to allow accurate estimation. The failure to distinguish
carefully the difference between measurable and important has led to the ad-
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monition by Stephen Ziliak and Deirdre McCloskey that “[i]nsignificant does
not mean unimportant.”? At least one academic journal has actually banned
significance testing because it confuses the conversation.?

Daniel Rubinfeld explained the distinction between economic and statistical
significance this way:

Often, results that are practically significant are also statistically significant.
However, it is possible with a large data set to find statistically significant
coefficients that are practically insignificant. Similarly, it is also possible to
obtain results that are practically significant but statistically insignificant.
Suppose, for example, that a regression analysis suggests that prices are 7
percent higher in the period in which the alleged anticompetitive activity
took place. If the data are such that only three or four years of data are
available outside the period of alleged wrongful behavior, the 7 percent dif-
ference could be practically significant yet statistically insignificant.?®

Professor Rubinfeld’s point can be stated more broadly. All else equal,
levels of statistical significance are closely related to the size of the underly-
ing data set. Coefficient estimates will almost always be statistically signifi-
cant when the data evidence is abundant.?® In the practical environment of
antitrust analysis, where historical data regarding long-running conspiracies
can be difficult to resurrect and are sometimes plagued with missing informa-
tion, the data limitations can be very important. Hence, it is not at all uncom-
mon when conducting statistical analysis in antitrust matters to obtain results
that have potentially important practical implications but, for lack of data, do
not meet conventional thresholds for statistical significance. A rule rejecting
the use of regression estimates that do not achieve conventional significance
levels could well make the effectiveness of antitrust enforcement in any given
case dependent upon the quantity and quality of historical data. Given the
reality that the antitrust violators often control the relevant data, this situation
would be problematic.

26 STEPHEN T. ZILIAK & DEIRDRE N. McCLOSKEY, THE CULT OF STATISTICAL SIGNIFICANCE:
How THE STaANDARD ERROR Costs Us JoBs, JusTicE, aAND Lives 43 (2008).;

27 David Trafimow & Michael Marks, Editorial, 37 Basic & AppLIED Soc. PsycuoL. 1, 1
(2015). “The Basic and Applied Social Psychology (BASP) 2014 Editorial emphasized that the
null hypothesis significance testing procedure (NHSTP) is invalid, and thus authors would be not
required to perform it. However, to allow authors a grace period, the Editorial stopped short of
actually banning the NHSTP. The purpose of the present Editorial is to announce that the grace
period is over. From now on, BASP is banning the NHSTP.” Id. (citation omitted). Instead
BASP journal requirements will focus on good descriptive statistics, including on the size of an
effect and information on its frequency or distribution in the data. David Trafimow, Editorial, 36
Basic & AppLiED Soc. PsychoL. 1, 1 (2014).

28 Daniel L. Rubinfeld, Quantitative Methods in Antitrust, in 1 ABA SECTION OF ANTITRUST
Law, Issues IN CoMPETITION Law AND PoLicy 723, 738-39 (W. Dale Collins ed., 2008).

2 Richard Lempert, The Significance of Statistical Significance, 34 L. & Soc. INQuUIRY 225,
234-45 (2009). Lempert describes an example of this phenomenon drawn from the pharmaceuti-
cal arena.



654 ANTITRUST LAW JOURNAL [Vol. 81

The interplay between data issues and levels of statistical significance can
be especially important when regression analysis is used to analyze impact or
damages for individual customers, say for instance in a class action antitrust
case. As noted above, regression analysis is an important tool for isolating the
effects of anticompetitive behavior from the effects of other market factors.
But the amount of transactional information available for a given customer
over time is often limited. Hence, the need to account for other market factors
(particularly where there are many at play) may use up much of the available
customer data, making statistical significance difficult to achieve.®® As a re-
sult, were estimates that achieve conventional significance deemed legally
necessary for purposes of proving impact (or damages), regression would fre-
quently be unavailable as a means a proof at the individual customer level
simply because of limited data.

One solution is just to turn this confusing situation over to the judge and
jury. As Rubinfeld and Steiner put it:

The real question is whether [the estimate] marks a measurable effect of the
variable. . . . Rather than choose any particular significance level, a better
procedure might be to state that [the estimated value is] the best estimate . . .
and . . . the probability of getting this sample result when the true parameter
[would indicate that there are no damages]. The court and the jury are then
left with the problem of evaluating the importance of the statistical results,
rather than leaving the decision entirely in the hands of the expert.!

But courts have properly asked whether it really makes sense to leave it to
juries (or judges) to sort through all of this. Hence, there is an understandable
desire to find clearly applicable standards like conventional significance
thresholds. We recognize the need for practical guidance as an important chal-
lenge with regression evidence, but believe that strict adherence to conven-
tional significance thresholds is not the answer. We offer our suggestions
below.

C. Tue TyeE II ERrROR SHOULD ALsO BE CoNSIDERED WHEN CHOOSING
THE SIGNIFICANCE LEVEL

Even if one accepts null-hypothesis testing as relevant for impact and dam-
age analysis in antitrust cases, there remains another clear problem with insist-
ing upon conventional significance thresholds in regression analysis used for

30 See ABA, EcoNnoMETRICS SECOND ED, supra note 6, at 359.

31 Daniel L. Rubinfeld & Peter O. Steiner, Quantitative Methods in Antitrust Litigation, 46 L.
& Contemp. ProBs. 69, 100 (1983). Zvi Griliches has noted that “[h]ere and subsequently, all
statements about statistical ‘significance’ should not be taken literally. . . . Tests of significance
are used here as a metric for discussing the relative fit of different versions of the model. In each
case, the actual magnitude of the estimated coefficients is of more interest . . . .” Zvi GRILICHES,
R&D anp Probuctivity: THE EconoMETRIC EVIDENCE 89-90 n.2 (1998); see also ZiLiak &
McCLOsKEY, supra note 26, at 111-12.
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those purposes. There are two kinds of errors that can be made when testing a
null hypothesis, not just one. The null hypothesis can be wrongly rejected
when it is in fact true (the Type I error addressed by statistical significance),
and the null hypothesis can fail to be rejected when it is in fact false (referred
to as Type II error). In the legal setting, Type I error would occur by awarding
damages when there were none. Type II error occurs when antitrust violators
do not pay damages.

Very occasionally, analysts discuss Type II error—accepting the null hy-
pothesis when it is false, e.g., failing to make an award when there actually
were damages. We believe Type II error (and its counterpart, the power of the
test, which is the probability of rejecting a null hypothesis when it is false)
warrants more attention, especially when the null hypothesis has relatively
low truth value (i.e., it is highly unlikely there was no impact and damages).
For instance, suppose one uses a regression model to determine the impact of
a proven cartel on prices. The conventional significance approach would be to
accept the regression results as evidence of impact only if the relevant coeffi-
cient(s) achieved conventional significance levels. But zero-effect is not nec-
essarily the only relevant hypothesis in this setting. Another hypothesis could
come from the many empirical studies of overcharges occurring in actual car-
tels.3> Suppose that one draws from those studies the conclusion that the typi-
cal overcharge percentage associated with acknowledged cartels is 10 percent.
Given that, we would argue that it makes more sense to ask statistically
whether the regression results allow one to reject the null hypothesis that, like
cartels typically, this cartel produced a 10 percent overcharge, in favor of the
alternative hypothesis that the overcharge was zero. As an inferential matter,
this approach has no less validity than the conventional hypothesis testing
approach. Indeed, it is more in line with the presumption of liability that trig-
gers the need to examine overcharges in the first place.

Once Type II error is explicitly recognized as something that merits atten-
tion, the fundamental problem arises: Interpreting the data more strictly to
reduce the (conditional) probability of Type I error (the significance level)
increases the (conditional) probability of Type II error, and vice versa. The
solution for optimally trading off these two probabilities begins with the rec-
ognition that the significance level is the probability of Type I error (rejecting
a true null hypothesis) conditional upon the truthfulness of the null hypothe-
sis. The unconditional probability of Type I error is the significance level
multiplied by the truth value of the null hypothesis. This means that if the null
hypothesis has high truth value (e.g. a perceived likelihood of 90 percent or
more), Type I error becomes much more likely and more caution—i.e., more

32 John M. Connor, Price-Fixing Overcharges: Revised 3d Edition (2014), papers.ssrn.com/
sol3/papers.cfm?abstract_id=2400780.
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stringent levels of statistical significance—should be required before rejecting
it. But if the null and alternative hypotheses have roughly similar truth values
(50 percent), the prospect for Type II error increases, and less-demanding sig-
nificance levels would be appropriate in deciding to accept regression results
rejecting the null hypothesis. If the truth value of the null hypothesis is very
small, the chance of rejecting a true null hypothesis is correspondingly small,
and concern should shift toward the Type II error.

One other defect of the conventional approach (i.e., a fixed significance
level) is that it leaves the conditional probability of Type I error completely
independent of the strength of the data evidence. Any improvement in the
quality or quantity of the evidence is devoted exclusively to reducing the con-
ditional probability of Type II error. Thus for example, under the conventional
approach a preliminary analysis (say, in the class certification phase of a case)
using a small preliminary data set might have a 0.05 Type I error probability
and a corresponding 0.50 Type II error probability. If later information im-
proves and increases the size of the data set, the conventional Type I error
probability would remain at 0.05 but the corresponding Type II error
probability might be, for example, only 0.000005. A balanced approach re-
quires the additional evidence to be used to reduce both probabilities, making
the significance level a decreasing function of sample size.

D. THE ReELATIVE IMPORTANCE OF AWARDS Too HicH AND AwARDS Too
Low SHOULD AFFECT THE SIGNIFICANCE LEVEL

The documents and the data together comprise the information on which a
damage award is made. The way that information is ideally translated into an
award depends on whether it is more important to avoid awards too high or
awards too low, in other words, Type I and Type II errors. To discourage
frivolous lawsuits, excessive awards should be avoided, but to discourage ille-
gal acts, too small of an award should also be avoided.

The statistical uncertainty associated with a failure to pass a conventional
significance test of a null hypothesis does not indicate an absence of damages.
Rather, it reflects statistical uncertainty in the magnitude of the damage esti-
mate, a state of evidence which could support a zero award in the hypothesis
testing mode but an award—even one that is larger than the damage esti-
mate—in the estimation mode. Damage awards larger than the best estimate
should occur in this uncertain state when the documents and testimony make
it virtually certain that impact from illegal acts has occurred and when it is
more important to avoid awards that are too small than those that are too
large. Zero damage awards should occur in this uncertain state when the docu-
ments and testimony leave impact uncertain and/or when it is more important
to avoid awards that are too large than those that are too small. If these two
kinds of errors are similarly consequential, and if the documents and testi-
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mony make it virtually certain that impact from illegal acts has occurred, then
the damage estimate should be the award, regardless of its statistical
significance.

We illustrate below the different optimal choices of statistical significance
when these two kinds of errors are equally consequential versus when an
award being too high is ten times more consequential than an award too low.

E. PoTENTIAL MISMATCHES IN THE EVIDENTIARY BURDEN

By setting statistical significance thresholds for regression-based evidence,
one effectively establishes an evidentiary burden associated with that evi-
dence. Insofar as the legal elements required in a private antitrust case, such
as for impact and damages, have their own legally established evidentiary
burdens, another potential difficulty with minimum statistical significance
thresholds is that the implied burden for regression evidence could be in con-
flict with other existing legal burdens.

For instance, the evidentiary standard that must be met to prove impact is
preponderance of the evidence. As described by J. Thomas Rosch, this “really
just requires that the party bearing the burden of proof show that it is more
probable than not that it has met the standard of proof it bears.”** That is,
evidence showing that more likely than not there was impact (i.e., some dam-
ages) would be sufficient legally to meet plaintiffs’ evidentiary burdens.

Moreover, this burden refers to the combined evidentiary effect of docu-
ments, testimony, and statistical analysis viewed together. If this burden is
already met by documents and testimony offered in the case, then a regression
result will not be tasked with proving in isolation that the hypothesis of no
impact is highly implausible. Yet, in effect, this is what a conventional statis-
tical significance threshold would do. On the other hand, if the non-statistical
evidence of impact is weak, more statistical support will be needed to satisfy

the evidentiary requirement—i.e., greater levels of statistical significance will
be needed.

Further, regression is used in antitrust matters in various kinds of cases
(private class actions and governmental enforcement actions, for example)
and at various stages of the case (class certification, motions, merits, etc.).
And, as we understand it, the legal burdens faced by the parties in proving the

3 J. Thomas Rosch, Comm’r, Fed. Trade Comm’n, Remarks Before the EU Competition Law
and Policy Workshop, Observations on Evidentiary Issues in Antitrust Cases 4 (June 19, 2009).
When it comes to proving the amount of damages, the Supreme Court has described the eviden-
tiary standard as “show[ing] the extent of the damages as a matter of just and reasonable infer-
ence, although the results be only approximate.” Story Parchment Co. v. Paterson Parchment
Paper Co., 282 U.S. 555, 563 (1931).
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requisite elements may vary by type of case, procedural stage, and issue.’
There may well be settings within these combinations in which the eviden-
tiary burden would align reasonably with conventional statistical significance
thresholds. But it also seems clear, as outlined above, that this is not always
the case. If so, then a conventional statistical significance threshold will be at
odds with the applicable legal burden.

V. INTEGRATING REGRESSION EVIDENCE WITH OTHER
EVIDENCE UNDER DIFFERENT DECISION RULES

We have discussed above the three factors (the strength of the non-statisti-
cal evidence, the strength of statistical evidence, and the relative importance
of Type I and Type II errors) that should play a role in reaching decisions. In
this Part, we present a stylized example to illustrate how these factors interact
to determine an optimal damage award, and how that optimal award contrasts
with the decisions based on the conventional significance criterion (i.e., award
the estimated damage if it is statistically significant by conventional standards
and zero otherwise). Our main argument is that the p-value standard should
not be one of the conventional numbers (0.10, 0.05, or 0.01), but instead
should be tuned to the circumstances. We recognize that this approach puts an
extra burden on experts, judges, and juries to consider the circumstances and
not just rely on conventional one-size-fits-all statistical standards. With that in
mind, we offer suggestions below on how a court could reasonably and wisely
deal with this burden and move the conversation between experts in a direc-
tion that is more meaningful to the court.

We take as inputs into the decision: (1) a hypothetical regression estimate
indicating damages equal to a 10 percent overcharge and a corresponding p-
value, (2) other case evidence summarized by a prior probability of positive
damages, and (3) the relative social importance of awards too small versus
awards too great. We show how the optimal award depends on these three
factors.

We employ a Bayesian decision theoretic framework in which the strength
of the regression results along with the truth value of the damages hypothesis
(i.e., the prior probability of damages based on the other evidence) combine to
determine a posterior probability distribution for the damage amount that
summarizes all the evidence. Using this posterior probability distribution of
damage amounts, we find the damage award that minimizes the expected loss
as determined by the relative importance of Type I and Type II errors.

34 The nature of damages may also vary, e.g., fines from enforcement actions or treble dam-
ages under private enforcement.
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The first of the two decision rules we illustrate treats both types of error
with equal weight (EBOE for equal balancing of error). Under this standard,
the objective is to minimize the expected difference between the award and
the true damages. That is, society accords equal weight to the error associated
with the failure to award sufficient damages as to the error associated with
overpayment. The second decision rule we illustrate below gives much more
weight to Type I error, embodying a much higher level of concern with avoid-
ing excessive damage penalties than under-penalizing firms that are guilty.
For this illustration we assume that with this favor-low-over-high (FLOH)
approach society (and courts) would be equally troubled by damages awards
$1 in excess of true damages (Type I error) as awards $9 below actual dam-
ages (Type 1II error). This is a counterpart, effectively, to imposing a conven-
tional 10 percent significance level as an evidentiary threshold.

As shown in the Appendix to this article, the optimal award under the
EBOE standard is the median (50th percentile) of the damage probability dis-
tribution. Under the FLOH standard, the optimal award is the 10th percentile
of the distribution (i.e., it is nine times more likely that true damages are
greater than the award than that they are smaller than the award). To make a
positive damage award requires more than 50 percent certainty of positive
damages under the EBOE standards, but more than 90 percent certainty of
positive damages under the FLOH standard.

Tables 1 and 2 show the optimal damage awards (given a regression point
estimate for damages of 10 percent) associated with varying degrees of
strength both in the non-statistical evidence and in the regression result.
Table 1 contains the optimal awards based on the EBOE standard and Table 2
uses the FLOH standard. The hypothetical strength of the non-statistical evi-
dence varies across rows in these tables, beginning in the first row with weak
non-statistical evidence which determines only a 10 percent chance of positive
actual damages and ending in the last row with strong non-statistical evidence
that makes it 90 percent certain that damages occurred. The hypothetical
strength of the statistical evidence varies across the columns in these tables,
beginning in the first column with weak statistical evidence yielding a p-value
of 0.75 and ending in the last column with strong statistical evidence and a p-
value of 0.01. In both tables the optimal award is higher when either the non-
statistical evidence or the statistical evidence is stronger.

With the EBOE standard, the optimal award is at or close to the damage
estimate of 10 either when the data evidence is strong enough to make the p-
value 0.01 or lower, or when the non-statistical evidence is strong enough that
it supports a truth value of the positive-impact hypothesis at 90 percent or
more. A statistically significant damage estimate is sufficient but not neces-
sary to make an award close to the damage estimate. For example, if the non-
statistical evidence makes it highly likely (90 percent) that damages occurred,
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then a p-value of only 0.5 supports a damage award of 9.3, not far from the
damage estimate of 10.

TABLE 1:
OPTIMAL AWARD GIVEN DAMAGE ESTIMATE EQUAL
TO 10 AND EBOE EVIDENTIARY STANDARD
Strength of Statistical Evidence
P-value of Damage Estimate

075 050 025 010 005 0.01

Strength of 010 00 00 00 00 63 94
Non-Statistical 025 | 00 00 24 76 88 98
Evidence 050 | 00 39 77 92 96 99
(probability) 075 | 50 80 93 97 99 100

090 | 83 93 97 98 99 100

The results in Table 2 following the FLOH decision rule have the same
basic features as the EBOE awards—larger damage awards are associated
with increased statistical significance or stronger non-statistical evidence.
Here, however, all the award levels are much reduced compared with the
EBOE awards, so much so that even with strong statistical evidence (0.01 p-
value) and strong non-statistical evidence (90 percent probability of impact),
the optimal award is only about half the damage estimate of 10.

TABLE 2:
OPTIMAL AWARD GIVEN DAMAGE ESTIMATE EQUAL
TO 10 AND FLOH EVIDENTIARY STANDARD
Strength of Statistical Evidence
P-value of Damage Estimate

075 050 025 010 005 0.01

Strength of 010 00 00 00 00 00 00
Non-Statistical 025 | 00 00 00 00 00 41
Evidence 050 | 00 00 00 00 24 48
(probability) 075 | 00 00 05 25 35 50

090 | 00 00 08 20 39 5.1

By contrast, applying a conventional significance standard (making an
award equal to the damage estimate when the p-value is at or below 0.05)
would result in a table comparable to these, but having awards of 10 recorded
in the last two columns, with zero awards everywhere else. Thus, unlike a
conventional significance standard, the integrated approach results in positive
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damage awards even when the statistical evidence is not that strong. In addi-
tion, when the statistical evidence is strong, the optimal award can be consid-
erably below the damage estimate under the FLOH standard when it is
important to avoid awards that exceed actual damages.

VI. CONCLUSION

There are many good reasons not to use conventional statistical significance
thresholds for determining whether regression results should be accepted as
evidence of harm in antitrust cases.’> Conventional statistical significance
thresholds lack logical connection with the good decision making in a legal
context. They reflect a hypothesis testing context which often will not apply,
given the evidentiary context for statistical analysis of impact and damages
analysis. Conventional statistical significance thresholds embody a maximum
tolerance for Type I error that may be far less than is called for by the relevant
legal burdens. The stringent limits on Type I error may also lead to probabili-
ties of Type II error that are much too high from society’s standpoint. All
these and other attacks on conventional significance levels boil down to the
implications of the results in Tables 1 and 2 in the previous section: When all
the elements of a decision are considered using a fully defined decision-theo-
retic framework, conventional significance levels sometimes lead to optimal
decisions and sometimes do not.

This statement could amount to just another attack on the use of conven-
tional statistical levels, a practice that has survived decades of attacks, proba-
bly for want of any alternative. But Table 1 and Table 2 could be the makings
of an alternative, if this abstract example were turned into something practi-
cal. We think that is not so difficult. Suppose that the court advised the testify-
ing experts how the legal setting translates into the relative importance of
awards too small versus awards too large. Thus, the court effectively picks the
table. If, for example, the court decides that errors favoring the plaintiff and
those favoring defense are equally important, then the court could choose
something like Table 1 to help organize the expert testimony. Although this
table would not need to be put directly in front of the jury, experts for the
plaintiffs and the defense could be expected to summarize the documents and
testimony by, in effect, recommending one or two rows of the table and offer-
ing testimony to explain their recommendations. Experts could offer their sta-
tistical estimates and p-values, and translate them into recommended damage
amounts suited to the circumstances as suggested by Table 1. This would shift
the testimony from what, for a jury, is probably a mysterious conversation

35 This is not to say, as the above examples indicate, that we believe regression results lacking
conventional significance would always be sufficient to justify an award of damages in the
amount shown by the regression, or any award at all for that matter.
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about choice of p-values and significance levels into a more understandable
discussion of the strength of the non-statistical evidence. Ultimately, it would
be up to the jury to make its own determination of the strength of the non-
statistical evidence when a damage award is decided, something the jury in-
structions could make clear.

Of course, much more needs to be done to make this work well. Fact find-
ers cannot be expected to easily reduce the non-statistical evidence to
probabilities of impact, to line them up graphically with legal decision rules,
and solve for the optimal amounts. Careful attention is needed to developing
straightforward guidelines and jury instructions that implement this approach
in a practical, meaningful way. But the potential benefit is well worth the
effort. Regression analysis has become a mainstay in antitrust litigation—an
analytical tool capable of solving some of the most difficult issues posed in
such cases. It is important that it is used correctly and to the fullest extent of
its capabilities.
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APPENDIX

A NUMERICAL EXAMPLE OF THE EBOE AND FLOH STANDARDS

We assume for the illustration here and in Tables 1 and 2 in the text, that
the task is to determine whether there are damages and, if so, of what magni-
tude. We assume that the non-statistical evidence (documents, testimony, etc.)
regarding damages can be summarized with a probability distribution with a
mass (1-) at zero (i.e. no damages) and the remainder () uniformly distrib-
uted between zero and M, the maximum plausible damage amount. For the
illustrations below, we assume M to be 20.0 and m to be either 0.10, 0.25,
0.50, 0.75 or 0.90, representing weak, uncertain, supportive, or compelling
(non-statistical) evidence that damages are positive. We refer to m as the prior
probability of damages derived from review of the non-statistical evidence.

We assume also that regression analysis has generated an estimate of dam-
ages D which is normally distributed with mean p (the actual damage amount)
and variance o°. In the discussion below, we address two related questions.
How should the value of 1 affect the interpretation of the damage estimate
provided by the regression analysis? What is a wisely chosen critical value for
the statistic D/o (a measure of statistical significance associated with D) be-
low which no damages should be awarded?

With A standing for the court’s damage award® and p standing for the true
damages, we suppose for purposes of this illustration that the legal standard
for proof of damages takes one of two different forms. We refer to the first
form as EBOE (equal balancing of error). Under this standard, the objective is
to minimize the absolute difference between the award A and the true dam-
ages, | A-p | . That is, society accords equal weight to the error associated with
the failure to award sufficient damages and the error associated with overpay-
ment. This balanced treatment affords no special emphasis on avoiding Type |
error and is akin to a “more likely than not” standard. The second form of
legal standard used below is FLOH (favor low over high). This puts a nine
times higher penalty on the award of damages that are too high (Type I error)
versus damages that are too low (Type II error) and is a counterpart, effec-
tively, to imposing a conventional 10 percent significance level as an eviden-
tiary threshold.’’

36 Certain types of cases may have automatic adjustments to damages, e.g., treble damages in
antitrust or for willfulness in patent infringement cases. These adjustments apparently reflect a
policy decision to discourage bad behavior and/or incentivize parties to seek redress. For this
exposition, we generally disregard that there are adjustments that may increase an award above
the finding of actual damages. Incorporating these policies into the analysis would be straightfor-
ward (i.e., adjusting both A and p to reflect the rule) and would not change the implications of
this illustration.

37 Thus the social cost is reflective of |A-p | if A<p but 9% | A-p | if A>p.
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The prior probability of damages m can be combined with the data evidence
(D) to form a cumulative (posterior) probability function for the true damages
(1). The expected social penalty under the EBOE standard is minimized when
the award A is set equal to the median of that distribution. If, given the non-
statistical evidence and the estimated damages (D), the probability of p>0 is
equal to or less than 0.5, then zero is the median and no damages should be
awarded.

Under the FLOH legal standard, the expected social loss is minimized when
the award is set at the 10th percentile of the posterior distribution. Then, if the
evidence (both statistical and documentary) shows that the probability of p>0
is equal to or less than 0.9, which means zero is in the 10th percentile, no
damages should be awarded. The higher FLOH hurdle affects the outcome in
two ways. First, the FLOH standard increases the chance that the evidence is
insufficient to warrant any award of damages. Second, even when a damage
award is warranted, under the FLOH standard the optimal award will be
smaller than under an EBOE (more likely than not) standard to reduce the
likelihood of the more serious error of overpaying damages.

Figure 2 (below) shows how differences in the strength of the non-statisti-
cal evidence and the legal standard affect the outcome when the statistical
evidence is weak. Specifically, we assume that the regression offers a dam-
ages estimate equal to 10.0 with a standard error of 20. The implied Z-statistic
is !~ and the implied p-value is 0.62. This estimate is not statistically signifi-
cant by conventional standards and, following the suggestions of some com-
mentators, might be used as evidence against the presence of damages (or, at
minimum, precluded as a basis for expert opinion regarding damages on the
part of plaintiff’s experts).

The implications of the non-statistical and statistical evidence viewed in
combination are summarized by cumulative probability curves showing, for
each possible damage award (the horizontal axis), the probability of actual
damages below that amount. Those probabilities (necessarily) increase as one
considers higher damage awards (moving from left to right). They reach 100
percent at M=20.0, the assumed maximum possible damage amount. This fig-
ure has two heavy horizontal lines, the higher one corresponding to the me-
dian (the 50 percent point in the probability distribution) and the lower one
corresponding to the bottom 10th percentile in the distribution. These lines
correspond with the two evidentiary burdens used in this analysis. The dam-
age award that minimizes the expected social costs of error under each of the
two evidentiary burdens is the amount (on the horizontal axis) corresponding
to the intersection of the cumulative probability curve associated with the evi-
dence and the bold horizontal line that represents that burden.
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Under the EBOE standard (the bold horizontal line at 50 percent), the
proper damage award is positive in all scenarios except when the non-statisti-
cal evidence is so weak that it provides a prior probability for damages of only
25 percent. This is notwithstanding the assumed statistical weakness of the
regression result. If the non-statistical evidence had indicated a 50 percent
chance of damages, then the median damage is 1.0, well below the estimated
damages of 10.0 but not zero. On the other hand, if the non-statistical evi-
dence is strong enough to make the prior probability of damages equal to 90
percent, then the best damage award is 9.0, only slightly smaller than the
estimated damages of 10.0 derived from the statistical analysis of the weak
data alone.

This shows that if the non-statistical evidence is strong, the role played by
the statistical analysis is not really to test for the presence of damages but to
quantify them, and the statistical accuracy of the estimate becomes less impor-
tant. A second message here is that the statistical results, weak though they
may be, nonetheless play an important role in the ultimate outcome. Hence,
those results should not be excluded from the analysis or simply treated as
equivalent to a finding of zero damages.

Under the FLOH standard (which corresponds to the bold horizontal line at
10 percent), there would only be a very small damage award even when the
documentary evidence is strong enough by itself enough to meet the 10th
percentile standard. The statistical uncertainty is too great to support a higher
damage award in an evidentiary setting that strongly penalizes excess
damages.
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FIGURE 2: CUMULATIVE PROBABILITY OF DAMAGES
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Images like Figure 2 underlie the two tables above which contain damage
awards implied by the analysis described above, assuming in all cases the
same statistically-based damage estimate equal to 10.0. The tables indicate
how the damage award varies with the statistical significance of the damage
estimate and with the strength of the non-statistical evidence as measured by
the truth value of the hypothesis of impact.



