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Practice Quiz 1 Solutions

e Do notopenthis quiz bookletuntil you aredirectedto do so.

e This quiz startsat 2:35 P.M. andendsat 3:55 P.M. It contains3 problems,somewith
multiple parts. The quiz containsl3 pagesjncludingthis one. You have 80 minutesto earn
100points.

e Thisquizis closedbook. You mayuseonehandwritterB%" x 11" crib sheet.No calculators
arepermitted.

e Whenthe quiz begins, write your nameon every pageof this quiz bookletin the space
provided.

e Write your solutionsin the spaceprovided. If you needmorespacewrite onthebackof the
sheetcontainingthe problem. Do not put partof the answerto oneproblemon the backof
thesheeffor anothemproblem,sincethe pageswill beseparatedor grading.

e Do notspendoo muchtime onary problem.Readthemall throughfirst andattackthemin
the orderthatallows you to make the mostprogress.

e Shaw yourwork, aspartial creditwill begiven. Youwill begradednotonly onthecorrect-
nessof your answeybut alsoon the clarity with which you expresst. Be neat.

e Goodluck!



Handoutl6: PracticeQuiz 1 Solutions 2

Problem 1. Integer Multiplication [15 points]
Thefollowing algorithmmultipliestwo nonneative integersA and B:

MULT(A4, B)

1 P+0O

2 whileA#0

3 doif Amod2=1

4 thenP <+~ P+ B
5 A+ |A/2]

6 B+ 2B

7 return P

Let A®, BO andP©® bethevaluesof A, B, and P, respectiely, inmediatelybeforethe loop
executesandfor k£ > 1, let A%, B%) andP%*) bethevaluesof thesevariablesmmediatelyafter
the kth iterationof theloop. Give aloop invariantthatcanbe usedto prove the correctnessf the
algorithm. You need not actually prove correctness.

Answer:
A BO) — A®) k) | p(k).

Notes: Almost everyonehadanideaof what an invariantshouldlook like. About one-thirdof

the studentgyot theinvariantright. Many folks gave a recursve invariantthatdid notinvolve the

productthatthe algorithmis trying to compute. This invariantcan not be useddirectly together
with the negationof loop-testto establisithe post-condition.

Somepeoplebelievedthattheinvariantshouldbetrueat every pointinsidetheloop. They did not
understandhatthe invariantmustbe true at the beginning of every iterationof theloop. Thatis,
assumingt wastrueatthebeginningof iterationi, thebodyof theloop re-establishetheinvariant,
sothatit is trueat the beginningof iterationi + 1.
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Problem 2. Trueor False, and Justify [50 points] (10 parts)

Circle T or F for eachof the following statementdo indicatewhetherthe statemenis true or
false,respectiely. If the statements correct,briefly statewhy. If the statements wrong, explain
why. Themorecontentyou provide in your justification,the higheryour grade but be brief. Your
justificationis worth morepointsthanyour true-orfalsedesignation.

TF

TF

Thesolutionto therecurrence
T(n) =100T(n/99) + 1g(n!)
isT(n) = O(nlgn).

False. Obserethatlg(n!) = O(nlgn) = O(n'sw 10070002y "Therefore by MasterTheo-
remcasel, thesolutionis © (n'gee 100),

Notes: Many studentsvronglythoughtthiswascase2. Someevenidentifiedthisascase3.
Amongthosewho correctlyspottedthis asbeingcasel, the majority werenot awarethat,
in orderto provethatd > 1 + e for somee > 0, it is not sufficientto showv thaté > 1 (no
pointsweredeductedor this oversight,however).

Radix sort works correctly even if insertionsortis usedasits auxiliary sort insteadof
countingsort.

True. Thecorrectnes®f radix sortrequiresthe auxiliary sortto be stable.Insertionsort
aspresentedh this courseis stable.

Notes. Most studentsidentified correctly that we neededa stablesort, however a sig-
nificant portion visualizedan unstableversionof insertionsort andthus gave the wrong
answer
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T F If bucketsortis implementedby usingheapsorto sortthe individual buckets,insteadof
by usinginsertionsort asin the normalalgorithm, thenthe worst-casaunningtime of
bucket sortis reducedo O(nlgn).

True. Bucket sortwaspresentedn Recitation4. Givenan input of n numbersfrom a
specifiedrange,bucket sort dividesthe rangeinto n intervals and associate®ne bucket
with eachinterval. It distributestheitemsinto the buckets,which takes©(n) time. It then
sortsthe itemsin eachbucket usingan auxiliary sort. It finally concatenatethe sorted
bucketliststogetheiin ©(n) time.

Let b; be the numberof itemsthatfall into bucketi, for i = 1,...,n. Let f(n) bethe
runningtime of the auxiliary sortusedto sorttheitemsin eachbucket. Thetotal running
time T'(n) of bucketsortis then

T(n) = 6(n) + © (; f(b,-)) |

We arguedin recitationthatthe worst caseis whenall of the itemsfall into onebucket.
In this caseT’(n) = ©(n) + ©(f(n)). If insertionsortis usedasthe auxiliary sort, then
T(n) = ©(n?). If heapsortis usedthenT'(n) = O(nlgn).

Notes: Many peopledid not give the full runningtime formulafor 7'(n) or did notargue
that7'(n) is dominatedby thetime to sorttheitemsin the buckets.

Somefolks arguedthatbucket sortrunsin expected®(n) time (assuminga uniform dis-
tribution overtheinputs),whichis trueandirrelevant.

T F An adwersarycanpresentaninput of n distinctnumbersto RANDOMIZED-SELECT that
will forceit torunin Q(n?) time.

False. RANDOMIZED-SELECT wasthefirst selectionalgorithmpresentedn Lecture?. It

is arandomizedalgorithm. Therunningtime of arandomizedalgorithmis arandomvari-

ablewhosevaluefor a particularrun of the algorithmis determinedyy the randomnum-
bersthealgorithmusedor thatrun. Therunningtime of RANDOMIZED-SELECT doesnot
doesnotdependts input(if all numbersaredistinct). No adwersaryhascontroloverwhich
randomnumbersthe algorithmwill use,andno adwersarycandeterminewhich random
numberghealgorithmwill use.Thereforealthoughit is truethatRANDOMIZED-SELECT

runsin ©(n?) time in theworstcaseno adwersarycanforcethis behaior.

Notes: SomepeoplethoughtthatRANDOMIZED-SELECT wasarandomizedersionof the
deterministicSELECT algorithm(the secondalgorithmpresentedn Lecture7). We guess
thatthiswasunfortunatenferencerom thepatternseeminglysetby RANDOMIZED-PARTITION
andRANDOMIZED-QUICKSORT.
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TF

TF

Theinformation-theoreti¢decision-treejower boundon comparisorsortingcanbe used
to prove thatthe numberof comparisonsieededo build aheapof n elementss Q(nlgn)
in theworstcase.

False. The procedureBuiLD-HEAP runsin ©(n) time. BuiLD-HEAP waspresentedn
Lectureb, is givenin CLR, andwaspartof Problem3 of ProblemSet2.

An acceptablgustificationis thatbuilding a heapof n elementsloesnotsortthem,sothe
sortinglower bounddoesnotapply.

Notes: Somepeoplefelt compelledo emptytheheapafterbuilding it. Thatis, they aued
thatHEAPSORT requires2(n lgn) comparisonswhichis trueandirrelevant.

Othersaguedthattheinformation-theoreti¢ower bounddoesnot applyto theworstcase
runningtime of a sortingalgorithm,whichis falseandirrelevant.

Still otherspointedout that the information-theoretidower boundsaysthat asymptoti-
cally at least nlgn comparisong&rerequired;it doesnot sayhow mary comparisonsre
actuallyusedby a particularalgorithmon a worstcaseinput. This is quiteright andquite
irrelevant. We canonly guesghatthesepeoplemisread(n g n) asO(nlgn).

Sorting6 elementswith a comparisorsort requiresat least10 comparisonsn the worst
case.

True. As shown in Lecture6, the numberof leaves of a decisiontree which sorts6
elementss 6! andthe heightof thetreeis atleastlg(6!). Since6! = 720 and2® = 512 and
219 =1024, we have 9 < 1g(6!) < 10. Thusatleastl0 comparisonsreneeded.

Notes. Thiswasidenticalto the problemgivenon the practicequiz exceptthatthe partic-
ularnumbersverechanged.

Somefolks haddifficulty computingpowersof 2 correctly Startingtodaymake sureyou
have thefirst 11 powersof 2 memorized0:1, 1:2, 2:4, 3:8, 4:16, 5:32,

6:64, 7:128, 8:256, 9:512, 10:1024.
Somepeoplecalculatedhlowerboundontheheightof thedecisiontreeusingthefunction
nlgn. Thisis nota goodstratgy sincethis functionis only asymptoticallyequialentto
lg(n!). Mostdiscoveredthat6 lg 6 is atleast12, somegoing asfar as18, or asstatedby
morethanoneperson,6 x 2.5ish= 18ish” (in factlg 6 ~ 2.58). Of thesemary concluded
thatindeedatleastl0 comparisonsreneededecausatleastl2 comparisonsireneeded.
However, the rest of the folks assertedhatit is not true that at least10 comparisons,
preciselybecauseatleastl? areneededThesefolks weregentlyremindedthat10 < 12.
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TF

TF

The sumof the smallest,/n elementsn anunsortedarrayof n distinctnumberscanbe
foundin O(n) time.

True.

1. Find the \/nth smallestlement;, usingthe SELECT algorithm.
2. Partitionthearrayaroundr.
3. Sumthefirst \/n elementsf thearray

Stepl takesO(n) time, Step2 takes© (n) time, andStep3 takesO (/) time. Hencethis
givesa©(n) algorithmfor summingup the smallest,/n elementsn thegivenarray

Notes. Peopleeithernailedthis questionor didn’t. SomeusedRADIX-SORT to sortthe
elementsn ©(n) time,whichcant bedonesincewe don't know therangeof thenumbers.

Otherstried to prove thatit couldnt be doneby giving an algorithm that didn’t work.

This only provesthatthey couldnt doit. A favorite wasto find eachof the \/n smallest
elementsn ©(n) time (via SELECT or alinearscanthroughthearray),for atotal running
time of ©(n?®?).

The collection = {h4, ho, h3} of hashfunctionsis universal,wherethe three hash
functionsmaptheuniverse{ A, B, C, D} of keysinto therange{0, 1,2} accordingto the
following table:

h,l )

&
>
N
&
>
w
—~
8

(
0
1
0
1

OQm eS8
O O
o O NN

True. A hashfamily H thatmapsa universeof keys U into m slotsis universal if for each
pair of distinctkeys z, y € U, thenumberof hashfunctionsh € #H for whichh(z) = h(y)
is exactly |#| /m. In thisproblem,|H| = 3 andm = 3. Thereforefor ary pairof thefour
distinctkeys, exactly 1 hashfunction shouldmake themcollide. By consultingthe table
above,we have:

h(A) = h(B) onlyfor h3 mappinginto slot2
h(A) = h(C) onlyfor hy, mappinginto slot0
h(A) = h(D) onlyfor h; mappinginto slot 1
h(B) = h(C) onlyfor h; mappinginto slot0
h(B) = h(D) onlyfor h, mappinginto slot1
h(C) = h(D) onlyfor h3 mappinginto slot0

Notes. Many folks misinterpretedhe definition of a universalfamily of hashfunctions.
They thoughtthatfor every h € #, the probabilitythath(z) = h(y) for z andy chosen
uniformly atrandomis |H| /m.
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T F Let X be anindicatorrandomvariablesuchthatPr{X =1} = 1/2. Then,we have
E[X(1-X)]=1/4.

False. E [ X (1 — X)] = 0, which canbe seenn mary ways:
e X(1-X)=0if X=1o0rX =0.
eEX1-X)=E[X-X?=E[X]|-E[X)=E[X]-E[X]=0.
eEX(1-X)=Y,2(1-2)Pr{X =2} =0(1-0) Pr{X = 0}+1(1-1) Pr{X =1} =
0.

Notes: Many peoplemistalenly assertedhe indepedencef non-independentariables.
Thistook theform of

E[X(1-X)=E[X]E[1-X]=(1/2)(1/2)=1/4
whichis falsebecauseX and1 — X arenotindependentyr
E[X - X’ =EB[X]-E[X]|E[X]=1/2-1/4=1/4

whichis falsebecauseX and X arenotindependent.

Otherfolks did notrememberulesof expectationsayingsuchthingsas,“E [ X (1 — X)] =
E[X] - E[1 — X] by linearity of expectatior. Many did not do sanitycheckson their an-
swers,which is particularlyeasyfor indicatorrandomvariables which only take on two
values.Thosewho did noticedthat X (1 — X') = 0 for bothX = 0 andX = 1.
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T F Supposehata3-inputsortingnetwork correctlysortsthesequence&, 3, 8), (3, 8, 2), and
(8,2, 3). Then,it alsocorrectlysortsall sequencesf 3 numbers.(Hint: Apply threshold
functions to the sequence elements.)

True. If we apply a thresholdfunction which flips from 0 to 1 atz = +o0, 8, and3
respectiely, we will getfour 0 — 1 sequencetor eachof the correctlysortedsequences.
Then,if all the possible0 — 1 length3 sequenceareaccountedor, we cansaythatthe
sortingnetwork will correctlysortany sequencef 3 numberspy the0 — 1 principle. The
following tableshows the sequencesbtainedby applyingthe thresholdfunction at each
of theabore-mentionegbointsto eachof thethreesequences:

original sequence: 2 3 8 3 8 2 8 2 3
thresholdat + oo 0 00 0 00O 0 0O
thresholdat8 0 01 010 100
thresholdat3 011 110 1 01
thresholdat 2 1 11 111 111

All possiblesequencesf 0, 1 appearthereforewe concludethatthe sortingnetwork cor-
rectly sortsany threenumbers.

Notethatany comparatonetwork correctlysortsthe sequenceomposeaf all zerosand
thatcomposef all ones.Thereforewe could have avoidedthefirst andlastthresholds.

Notes. Peopledid muchbetteron this questionthanexpected. Thosewho knew the 0-1
Principlegenerallygotit right, eventhoughtheproblemrequiredsomenontrivial thinking.
Thosewho got it wrong did not seemto know the 0-1 Principle. Only a few seemedo
know the 0-1 Principleyet wereunableto figure outthe solution.
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Problem 3. Pop Count [35 points] (5 parts) Somecomputersprovide a population-count,
or pop-count, instructionPoPC that determineghe total numberof bits in a word thatare®1.”
Specifically if ann-bit wordis a = {(apa; - - - a,—1), then

n—1
PoPC(a) = ) _ a; .
=0

For example,PoPC({01000101)) = 3.

This problemexploreshow to implementthe POPC instructionasa circuit. The basicbuilding
block we shalluseis anADDER componenthattakesin two binaryvaluesX andY andproduces
theirsumzZ = X 4+ Y-

X— + —>Z

Y

Sincewiring is an importantcontributor to the expenseof an implementationwe shall attempt
to minimize the numberof wires requiredto connectthe inputs, componentsand output of a
pop-countircuit. A cableof w wirescancorvey valuesin therangefrom 0 to 2 — 1, inclusive.

ProfessoiBlaise hasinventeda pop-countcircuit, composedf n — 1 ADDER’S, to implement
PopC onann-bit word (aga - - - a,,_1). Hereis the professors circuit for n = 4:

Stagel Stage? Stage3
2 2
+ + + [

i ol il

Qo a1 a2 as

Eachstages of thiscircuit addsthebit a; into arunningsum,whichit forwardsto stagei + 1. Each
cableof wiresin thefigureis labeledwith the numberof its constituentvires.
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(a) Arguethatthestage: ADDER requiresO(lgi) outputwires.

Answer: Theoutputof the stage: addermustcarry the additionof 7 + 1 bits, which
is avalueof atmosti + 1 sinceall the bits in thesequencéay, a4, - - -, a;) maybe1l.
As wasstatedn the problem,a cableof w wirescancarrynumbersupto 2% — 1. We
thereforehave thefollowing equalityandneedto solve for w:

i+1 = 2¥ -1
1+2 = 2¢
lg(t+2) = w

Sincelg (i + 2) describeshenumberof wiresneededo carryat mostthevaluei + 1,
we musttake theceiling of it. Therefore,

w = [lg(z+2)] = O(Ig1)

wiresareneededo carrythe outputof the staget adder

Notes: Most folks correctlyarguedthe ©(lg7) bound. Very few calculatedthe exact
numberof wiresrequired.
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(b) For aninputword with n = 4 bits, the total numberof wiresin the professors pop-
countcircuitis W (n) = 11 wires. Explainbriefly why therecurrence

W(n) =W(n—1)+ O(lgn)

accuratelydescribeghe total numberof wires in an n-input circuit. Give a good
asymptotidower (big-€2) boundfor W (n), andbriefly justify youranswer

Answer: Assumethat, in orderto addthe first n — 1 bits ((ao, a1, - - -, a,—2)), the
circuit usesW (n — 1) wirestotal in its n — 2 stages.Then,in orderto addin the
last bit, we add one adderto the circuit, whoseone input is the output of the last
adderof then — 1 circuit. The otherinputto thenew stagern — 1 adderis the lastbit
an—1. Frompart(a) we know thatthis new addemwill require©(lg (n — 1)) = O(Ign)
outputwires. Therecurrencehatdescribeshetotal numberof wiresthenbecomes

W(n) = W(n-1)+06(gn)+1
= W(n-1)+06(g(n)+1)
= W(n—-1)+06(gn).

The solutionto this recurrencas obtainedvia iteration. Iterationgivesusa © bound
whichin turngivesusan<2 bound.

W(n) = W(n-1)+06(gn)
= Wnh-1)+06(g(n—-1))+06(g(n))
= W(nh-2)+06(0g(n—-2)+06(g(n—-1))+06(g(n))

= W(1)+0(g(2) +6(g(n—2))+06(g(n—1)) +O(g (n))
= 1+0(g2)+..+lg(n—2)+1g(n—1)+1g(n))

= 1+0(g((n)(n—1)(n-2)..(2)(1)))

= 14+ 0(g(n!)

= 14+0(nlgn)

= 0O(nlgn)

We thereforeconcludethatWW (n) = Q(nlgn).

Notes: A commonerrorwasto usea recursiontree,sayingthateachlevel of thetree
is©(lgn). Thisiswrong. Theworkin everylevelis not ©(lg n); it is O(lgn). Having
startedoff on the wrongfoot, the erroneougproof stateghat, sincetherearen levels,
the solutionis W (n) = O(nlgn) which does not meanthatW (n) = Q(nlgn).

A similar commonmistake wasto iteratetherecurrenceindstatethateachoneof the
logsis at most (meaningO(+)) g n, but insteadwrite down ©(1gn).
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A divide-and-conquepop-countcircuit operatingon an n-bit word {(aqa, - - - a,,_1) canbe con-
structedby usingan ADDER componento combinethe recursvely computedpop-countof the
first n/2 bitswith therecursvely computedpop-counf thelastn /2 bits.

(c) Draw apictureof suchadivide-and-conquepop-countcircuit on 4 inputs. Labelthe
numberof wires comprisingeachcable,aswas donefor ProfessomBlaise’s circuit.
How mary wiresdoesthe divide-and-conquetircuit requirefor n = 4?

1 2
R + >
1
a1
1 2
ag ——— +
1
as

Answer: Thiscircuithasl +1+1+1+2+ 2+ 3 =11 (eleven) wires.

Notes. Many folks drew exactly thecircuit above, correctlylabelledall thewires,and
thenmiscountedhe numberof wires. Countsrangedirom 7 to 13.
Somepeopledrew the circuit recursvely or elsetried to pipelinethe circuit. Credit
wasgivenif the solutioncouldbedeciphered.
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(d)

(€

Give a recurrencethat describesthe total numberWW (n) of wires requiredby the
divide-and-conqugpop-countircuit for ann-bit word. Giveagoodasymptotiaupper
(big-O) boundon W (n), andbriefly justify your answer

Answer: Thelaststageof thedivide-and-conqugpop-countircuit addsthe outputof
two sizedn/2 divide-and-conquepop-countadders ThatsumrequiresO (Ig n) wires
to carryit (seepart(a)). Thereforetherecurrencdor the numberof wiresis

W(n) =2W(n/2) + ©(lgn).
The Mastertheoremcasel givesthe solutionto this recurrencevhere
f(n) =lgn = 0(n"**=) = O(n'*>~) = O(n)
for (say)e = 1/2. Thus,
W(n) = O(n'°& %) = O(n'82%) = O(n).

Finally, we concludeour upperbound.W(n) = ©(n) = W(n) = O(n).

DoesProfessoBlaisework atMIT or Hanard?Why?

Answer: It's not clearwhereBlaiseworks, but it is clearthat he doesnt know the
materialfrom 6.046. His iteratve adderusesasymptoticallymore wires than the
divide-and-conqueadder In addition, his adderrequiresn stageso addwhile the
divide-and-conqueadderhasdepthlgn. Clearly, oneof his graduatestudentssav
the professossinitial design,suggestedheimprovementandsubmittedthe problem
for useon the 6.046quiz. [Answersalongtheselines wereawardedoneextra credit
point.]



