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Cisco Support Community —
Expert Series Webcasts in Russian

CerogHs Ha cemuHape akcrneptT Cisco Oner TunnucoB pacckaXxeTt 06
OCHOBHbIX NMOHATUSIX U acneKkTax NOCTPOEHUSI OTKA30yCTOMYMBLIX Site-
to-Site VPN Ha ASA

Oner Tunucos

NH>XeHep ueHTpa TeXHUYECKOU
nogaepxkun Cisco TAC B Mockse
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Cnacunbo, 4YTo noceTusnn Haw
ceMUHap cerogHs

CerogHsILLHASA npe3eHTauna BKIKo4YaeT Oornpocbl ayauTopmn

[loxanywucrta, ydacteyuTe!




Cka4vaTb npe3eHTaLmnio Bhl
MOXKETE MO CChISKE:

https://supportforums.cisco.com/docs/DOC-36123
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[lpuckinanTte Baluw
BOMPOCH!!

Ncnonb3ynte Q&A naHenb, YToObl NocnaTtb Bonpoc. Hawu akcnepTol
OTBETAT Ha HUX




Onpoc #1
KakoB ypoBeHb Balinx 3HaHuu o VPN

A 3Hato, 4TO 3TO Takoe, HO paboTaTb C HUMKM HE MPUXOANNOCH

A ncnonb3yto VPN kak nonb3oBaTenb

A asnaocb agmmnHncTpartopom VPN B koMmnaHum

MHe npuxogunocb NPOeKTUpoBaTb U agMUHNCTPUPOBATL
pasnunyHele VPN Ha pasnunyHbixX nnatgopmax



Introduction

This presentation is about ASA Site-to-Site VPNs

In TAC we see spike of customer cases where customers try to
configure redundant Site-to-Site VPNs over multiple ISPs

We will not discuss Remote Access VPNs
Other platforms are also beyond the scope of this presentation

Students are expected to understand ASA CLI including ASA VPN
configuration commands



Agenda

Failure types and common topologies
Failover

Ingredients of ISP redundancy
Scenario: Dual ASA — Dual ISP
Scenario: Single ASA — Dual ISP
Connections creation and teardown
OSPF over tunnels

Conclusion



Failure Types and
Common Topologies
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Failure Types

- Device failure
Can be mitigated by failover

- Interface failure
Can also be mitigated by failover

- ISP failure
Can be mitigated by dynamic routing or static routing + IP SLA + tracking



Common Topologies

- Failover
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Common Topologies
- Dual ASA - Dual ISP topology
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Common Topologies
- Single ASA - Dual ISP topology

g_
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Failover
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Failover Internel

- Failover prevents traffic
disruption from device or
Interface failures

- Failover can detect and react
to failures in sub-second time

- Connection information and
VPN tunnels are replicated
between devices

- Configuration is also replicated




Failover Terminology
« A/S vs. A/A Failover

- Primary & Secondary units

- Active & Standby units

- Failover link & State link

- Firewalls swap MACs and IPs
when failover occurs

Internet

/




ASA 9.0 Enhancements Internet

- Dynamic routing protocols in / \
multiple context mode: EIGRP,
OSPFv2

- L2L VPNSs in multiple context
mode

- This means that fault-tolerant
Site-to-Site VPNs are now
possible in multiple context
mode

d

Corp




ASA 9.0 VPN Support in Multiple Mode

- IKEV1 & IKEV2

- L2L only (RA not supported at this time)

- Static Site-to-Site VPN/static crypto maps

- Dynamic Site-to-Site VPN/dynamic crypto maps
- Backup and Multi-peer support for IKEv1

- |IPv6 Site-to-Site VPN

- Next Generation Encryption for IKEv2

« SNMP support

- Can be used with A/S or A/A failover



VPN in Multiple Mode Typical Problem

- ASA cannot initiate or accept tunnels with the message:

%ASA-5-713239: Group = 213.1.1.1, IP = 213.1.1.1, Tunnel Rejected: The
maximum tunnel count allowed has been reached

- This is caused by the fact that contexts do not have VPN licenses
by default



VPN In Multiple Mode Typical Problem

- We can see in the context...

ASA/act/VPN/pri# show vpn-sessiondb license-summary

Status Installed Burst Limit

Other VPN (Available by Default) : ENABLED : (0): 0 : NONE
VPN-3DES-AES : ENABLED
VPN-DES :  ENABLED
VPN Licenses Usage Summary

Local : Shared : All : Peak : Eff. :

In Use : In Use : In Use : In Use : Limit : Usage
Other VPN : : 0 : 0 : (:): 0%

Site-to-Site VPN : : 0 : 0 : 0%




VPN Iin Multiple Mode Typical Problem

- ... while 2500 tunnels license is seen in system execution space:

ASA/act/pri# show vpn-sessiondb license-summary

Local : Shared : All : Peak : Eff.
In Use : In Use : In Use : In Use : Limit : Usage
Other VPN : : 0 : 0 : 2500 : 0%
Site-to-Site VPN : : 0 : 0 : 0%




VPN Iin Multiple Mode Typical Problem

- This can be corrected by configuring in system execution space:

class test
limit-resource VPN Other 80.0%

context VPN
member test
allocate-interface GigabitEthernet0/0.98
allocate-interface GigabitEthernet0/0.103
config-url diskO0:/VPN.cfg
join-failover-group 2

ASA/act/pri# show resource usage context VPN

Resource Current Peak Limit Denied Context
Syslogs [rate] 0 78 unlimited 0 VPN
Conns 0 1 unlimited 0 VPN
Hosts 0 2 unlimited 0 VPN
Conns [rate] 0 1 unlimited 0 VPN
Inspects [rate] 0 2 unlimited 0 VPN
Routes 3 3 unlimited 0 VPN
Other VPN Sessions 4 4 2000 0 VPN




VPN in Multiple Mode Troubleshooting

- VPN configuration in context remains the same as before

- Use the following commands for troubleshooting:

ASA/act/VPN/pri# show vpn-sessiondb license-summary

Local : Shared : All Peak : Eff.
In Use : In Use : In Use : In Use : Limit : Usage
Other VPN : : 1 : 1 : 2000 : 0%
Site-to-Site VPN : : 1 : 1 : 0%




VPN in Multiple Mode Troubleshooting

- VPN configuration in context remains the same as before

- Use the following commands for troubleshooting:

ASA/act/VPN/pri# show vpn-sessiondb summary

Site-to-Site VPN : 1 : 1 : 1
IKEvl IPsec : 1 : 1 : 1
Total Active and Inactive 1 Total Cumulative 1




VPN in Multiple Mode Troubleshooting

- VPN configuration in context remains the same as before

- Use the following commands for troubleshooting:

VPN
VPN
VPN
VPN
VPN
VPN
VPN

Stateful Obj

IKEvl SA
IKEvl P2
IKEv2 SA
IKEv2 P2
CTCP upd
SDI upd
DHCP upd

ASA/act/VPN/pri# show failover
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VPN in Multiple Mode Troubleshooting

- VPN configuration in context remains the same as before

- Use the following commands for troubleshooting:

ASA/stby/VPN/sec# show crypto ikevl sa
IKEvl SAs:
Standby SA: 1

Rekey SA: 0 (A tunnel will report 1 Standby and 1 Rekey SA during rekey)
Total IKE SA: 1
1 IKE Peer: 213.1.1.1

Type : L2L Role : initiator

Rekey : no State : MM STANDBY
ASA/stby/VPN/sec# show crypto ipsec sa

ASA/stby/VPN/sec# show vpn-sessiondb detail 121




Stateful Failover for VPN

VPN failover is stateful. Two pings are lost when active ASA is
rebooted

failover polltime unit 1 holdtime 3

Aug 21 2013 10:14:30 system : %ASA-1-103001: (Secondary) No response from
other firewall (reason code = 4).

Aug 21 2013 10:14:30 system : %ASA-1-104001: (Secondary) Switching to ACTIVE -
HELLO not heard from mate.

Aug 21 2013 10:14:30 system : %ASA-1-104001: (Secondary group 1) Switching to
ACTIVE - HELLO not heard from mate.

Aug 21 2013 10:14:30 system : %ASA-1-104001: (Secondary group 2) Switching to
ACTIVE - HELLO not heard from mate.

Aug 21 2013 10:14:30: %ASA-6-720039: (VPN-Secondary) VPN failover client is
transitioning to active state

Aug 21 2013 10:14:30: %ASA-6-713905: IKE port 10000 for IPSec UDP already
reserved on interface outside

Aug 21 2013 10:14:30: %ASA-6-713905: IKE port 10000 for IPSec UDP already
reserved on interface inside

Aug 21 2013 10:14:30: %ASA-5-713120: Group = 213.1.1.1, IP = 213.1.1.1, PHASE
2 COMPLETED (msgid=b4ce0471)




Onpoc #2
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Onpoc #2
Balle mHeHue o peanusauum VPN Ha ASA

- OTnnyHo paboTaer, Bce ycTpanBaeT

- PaboTaeT xopowlo, HO HeobxoanmMo J0b6aBUTbL BO3MOXKHOCTMN,
nvetowmeca Ha mapuwpyrtumsartopax: GRE, DMVPN u T.4.

- PaboTtaeTt, HO npuxogmnock ctankueaTbcs ¢ baramn. Heobxogmmo
Takke ynyywuntb pyHkumoHanosHocTb: GRE, DMVPN un T.4.

- Ha mon B3rnsig ASA BooOLe He npegHa3HadeHa ang Site-to-Site
VPN 1 ncnpaBsuTtb 3TO HENL3A, MOCKOJIbKY 3TO HE poyTep.
[ToaToMy ncnonb3yto MmapipyTusatopbl Cisco



Ingredients of ISP
Redundancy
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Ingredients of ISP Redundancy

- Logical interfaces, GRE/VTI are not supported on ASA. Crypto
maps is the only way to configure VPNs on ASA. Static crypto
maps are not very scalable

- Dynamic routing over tunnels is possible with OSPF, but does not
work with routers and has many other limitations

- Static routing requires IP SLA and tracking, which also have
known limitations. BGP is not yet implemented

- ASA supports
« Static crypto maps & dynamic crypto maps
» Dead Peer Detection (DPD)
* Reverse Route Injection (RRI)
 Redistribution of RRI routes to dynamic routing protocols



Scenario: Dual ASA — Dual
ISP
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Topology

Dynamic crypto map

192.168.1.0/24

194.1.1.10

Internet

213.1.1.1

2nd peer 10.1.1.0/24

195.1.1.100

Dynamic crypto map



ASA1 Configuration (1/2)

interface GigabitEthernet0/0.98
nameif outside
security-level 0O

ip address 194.1.1.10 255.255.255.0

interface GigabitEthernet0/0.103
nameif inside

security-level 100

ip address 192.168.1.10 255.255.255.0

prefix-list TO-EIGRP seq 5 permit 0.0.0.0/0 ge 1

route-map TO-EIGRP permit 10
match ip address prefix-list TO-EIGRP
set metric 10000 100 255 1 1500

router eigrp 1

no auto-summary

network 192.168.1.0 255.255.255.0
network 194.1.1.0 255.255.255.0
passive-interface outside

redistribute static route-map TO-EIGRP

route outside 0.0.0.0 0.0.0.0 194.1.1.2 1




ASA1 Configuration (2/2)

crypto ikevl enable outside

crypto ikevl policy 10
authentication pre-share
encryption aes-256
hash sha
group 5
lifetime 86400

access-1list 100 extended permit ip 192.168.1.0 255.255.255.0 10.1.1.0
255.255.255.0

crypto ipsec ikevl transform-set SET1 esp-aes-256 esp-sha-hmac

crypto dynamic-map DMAP1 10 match address 100

crypto dynamic-map DMAPl1l 10 set ikevl transform-set SET1
crypto dynamic-map DMAPl1 10 set reverse-route

crypto map MAP1 10 ipsec-isakmp dynamic DMAP1

crypto map MAPl1 interface outside

tunnel-group 213.1.1.1 type ipsec-121
tunnel-group 213.1.1.1 ipsec-attributes
ikevl pre-shared-key *****




Router Configuration (1/2)

interface FastEthernet0/0
ip address 213.1.1.1 255.255.255.0
crypto map MAP1

interface FastEthernet(0/1
ip address 10.1.1.1 255.255.255.0

ip route 0.0.0.0 0.0.0.0 213.1.1.2

ip sla 1

icmp-echo 192.168.1.2 source-ip 10.1.1.1
timeout 1000

threshold 500

frequency 10

ip sla schedule 1 life forever start-time now




Router Configuration (2/2)

crypto logging session

crypto isakmp policy 10
encr aes 256
authentication pre-share
group 5

crypto isakmp key cisco address 0.0.0.0 0.0.0.0

access-1list 100 permit ip 10.1.1.0 0.0.0.255 192.168.1.0 0.0.0.255
crypto ipsec transform-set SET1 esp-aes 256 esp-sha-hmac

crypto map MAPl1 10 ipsec-isakmp
set peer 194.1.1.10

set peer 195.1.1.100

set transform-set SET1

match address 100




Notes

- Dynamic crypto maps cannot initiate tunnels (but scale better)

IP SLA (or user traffic) is needed on router to bring tunnel up

Redistribution of RRI routes to EIGRP guarantees correct routing

DPD should be enabled on both sides to achieve switchover

ASA should have lower DPD timers, than peer router for this
topology



Possible Problems

- It's Impossible to configure source IP address for IP SLA on ASA
(if another ASA is used as a remote peer, instead of a router)

CSCtn29607 sla monitoring should allow users to configure source ip
address

Inside host or other device should be used to initiate tunnels in this case

- Static crypto maps cannot be used on head office ASA1 and
ASAZ2 in this topology due to ASA RRI implementation

CSCsx67450 ENH: ASA needs same RRI functionality as 10S

This is not a problem, because dynamic crypto maps is a good idea for this
topology anyway



Basic Troubleshooting
Verify that tunnel is established to ASAl

ASAl1/VPN# show vpn-sessiondb detail 121

Filter Name
IPv6 Filter

Connection 213.1.1.1
Index 1 IP Addr 213.1.1.1
Protocol IKEvl IPsec
Encryption IKEvl: (1)AES256 1IPsec: (1)AES256
Hashing IKEvl: (1)SHAl IPsec: (1)SHAl
Bytes Tx 1344 Bytes Rx 1344
Login Time 00:36:10 UTC Thu Aug 22 2013
Duration : Oh:03m:38s
IKEvl Tunnels: 1
IPsec Tunnels: 1
IKEvl:
Tunnel ID 1.1
UDP Src Port : 500 UDP Dst Port : 500
IKE Neg Mode : Main Auth Mode : preSharedKeys
Encryption : AES256 Hashing : SHA1l
Rekey Int (T): 86400 Seconds Rekey Left(T): 86182 Seconds
D/H Group 5




Basic Troubleshooting
- Verify that tunnel is established to ASAl

ASA1/VPN# show vpn-sessiondb detail 121

IPsec:
Tunnel ID
Local Addr
Remote Addr
Encryption

1.2

192.168.1.0/255.255.255.0/0/0
10.1.1.0/255.255.255.0/0/0

: AES256
Encapsulation:
Rekey Int (T):
Rekey Int (D):

Tunnel
3600 Seconds
4608000 K-Bytes

Hashing

Rekey Left (T):
Rekey Left (D) :

SHA1l

3382 Seconds
4607999 K-Bytes

Idle Time Out: 30 Minutes Idle TO Left : 29 Minutes

Bytes Tx 1344 Bytes Rx 1344

Pkts Tx 21 Pkts Rx 21
HETTEE BB EBEBE s




Basic Troubleshooting
- Verify that RRI installed route to ASA1 routing table...

ASAl1/VPN# show route

10.1.1.0 255.255.255.0 [1/0] wvia 194.1.1.2, outside

192.168.1.0 255.255.255.0 is directly connected, inside

195.1.1.0 255.255.255.0 [90/2560] via 192.168.1.100, 0:31:23, inside
194.1.1.0 255.255.255.0 is directly connected, outside

S* 0.0.0.0 0.0.0.0 [1/0] wvia 194.1.1.2, outside

Q0O ®n:

- ...and the route was received by ASA2 via EIGRP

ASA2/VPN# show route

D EX 10.1.1.0 255.255.255.0 [170/281600] via 192.168.1.10, 0:04:44, inside
C 192.168.1.0 255.255.255.0 is directly connected, inside

C 195.1.1.0 255.255.255.0 is directly connected, outside

D 194.1.1.0 255.255.255.0 [90/2560] via 192.168.1.10, 0:32:13, inside
S* 0.0.0.0 0.0.0.0 [1/0] via 195.1.1.1, outside

I . I L | I




Switchover (ISP1 failure)

Dynamic crypto ma

192.168.1.0/24

Dynamic crypto map



Switchover (ISP1 failure)

- What happens in case of ISP1 failure

- Remote 10S router needs 25-45 seconds to understand that its
peer is unreachable (20 + 5 * 5)

crypto isakmp keepalive 20 5 periodic

Aug
Aug
Aug
Aug
Aug
Aug
Aug

Aug
194.

22 12:08:10.
22 12:08:15.
22 12:08:20.
22 12:08:25.
22 12:08:30.
22 12:08:35.
22 12:08:35.

22 12:08:35.

1.1.10:500

187:
187:
187:
187:
187:
187:
187:

187:

ISAKMP: (2027) : Sending NOTIFY DPD/R_U_THERE protocol 1
ISAKMP: (2027) :DPD incrementing error counter (1/5)
ISAKMP: (2027) :DPD incrementing error counter (2/5)
ISAKMP: (2027) :DPD incrementing error counter (3/5)
ISAKMP: (2027) :DPD incrementing error counter (4/5)
ISAKMP: (2027) :DPD incrementing error counter (5/5)
ISAKMP: (2027) :peer 194.1.1.10 not responding!

$CRYPTO-5-SESSION_STATUS: Crypto tunnel is DOWN. Peer
Id: 194.1.1.10




Switchover (ISP1 failure)

- ASA needs 9-19 seconds to understand that peer is unreachable
(10 + 3 * 3)

tunnel-group 213.1.1.1 ipsec-attributes
isakmp keepalive threshold 10 retry 3

Aug 22 2013 12:08:20: %ASA-7-715036: Group = 213.1.1.1, IP = 213.1.1.1,
Sending keep-alive of type DPD R-U-THERE (seq number 0x707ae8c3)

Aug 22 2013 12:08:23: %ASA-7-715036: Group = 213.1.1.1, IP = 213.1.1.1,
Sending keep-alive of type DPD R-U-THERE (seq number 0x707ae8c4)

Aug 22 2013 12:08:26: %ASA-7-715036: Group = 213.1.1.1, IP = 213.1.1.1,
Sending keep-alive of type DPD R-U-THERE (seq number 0x707ae8c5)

Aug 22 2013 12:08:29: %$ASA-3-713123: Group = 213.1.1.1, IP = 213.1.1.1, IKE
lost contact with remote peer, deleting connection (keepalive type: DPD)




Switchover (ISP1 failure)

- When 10S router understands that its peer is unreachable it
Immediately tries to establish new tunnel to 2nd VPN peer

Aug 22 12:08:35.187: 3%CRYPTO-5-SESSION STATUS: Crypto tunnel is DOWN. Peer
194.1.1.10:500 Id: 194.1.1.10

Aug 22 12:08:41.107: ISAKMP: Created a peer struct for 195.1.1.100, peer port
500

Aug 22 12:08:41.255: 3%CRYPTO-5-SESSION STATUS: Crypto tunnel is UP . Peer
195.1.1.100:500 Id: 195.1.1.100




Switchover (ISP1 failure)

- If “default” option is used (“set peer 194.1.1.10 default”) it always
tries to establish new tunnel to its default peer first, which slows
down convergence

- Hence, “default” option is not recommended for this scenario

crypto map MAP1l 10 ipsec-isakmp
set peer 194.1.1.10

set peer 195.1.1.100

set transform-set SET1

match address 100

- Note: switchback doesn't occur when ISP1 recovers



Scenario: Single ASA —
Dual ISP
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Topology

Static crypto map

194.1.1.10
primary

192.168.1.0/24

195.1.1.10

backup 10.1.1.0/24
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ASA1 Configuration (1/3)

interface GigabitEthernet0/0.98
vlan 98

nameif primary

security-level 0

ip address 194.1.1.10 255.255.255.0

interface GigabitEthernet0/0.99
vlan 99

nameif backup

security-level 0

ip address 195.1.1.10 255.255.255.0

interface GigabitEthernet0/0.103

vlan 103

nameif inside

security-level 100

ip address 192.168.1.10 255.255.255.0




ASA1 Configuration (2/3)

sla monitor(:)

type echo protocol ipIcmpEcho 194.1.1.2 interface primary
timeout 1000

threshold 500

frequency 20

sla monitor schedule 1 life forever start-time now

trackc:)rtr(:>reachability

route primary 0.0.0.0 0.0.0.0 194.1.1.2 1 track(:)
route backup 0.0.0.0 0.0.0.0 195.1.1.2 100




ASA1 Configuration (3/3)

access-list 100 extended permit ip 192.168.1.0 255.255.255.0 10.1.1.0
255.255.255.0

crypto ipsec ikevl transform-set SET1 esp-aes-256 esp-sha-hmac

crypto map MAP1 10 match address 100

crypto map MAP1 10 set peer 213.1.1.10

crypto map MAPl1 10 set ikevl transform-set SET1
crypto map MAPl interface primary

crypto map MAPl interface backup

crypto ikevl enable primary
crypto ikevl enable backup

crypto ikevl policy 10
authentication pre-share
encryption aes-256
hash sha
group 5
lifetime 86400

tunnel-group 213.1.1.10 type ipsec-121
tunnel-group 213.1.1.10 ipsec-attributes
ikevl pre-shared-key ****%*




ASAZ2 Configuration (1/2)

interface GigabitEthernet0/0.75
nameif inside

security-level 100

ip address 10.1.1.10 255.255.255.0

interface GigabitEthernet0/0.76
nameif outside

security-level 0

ip address 213.1.1.10 255.255.255.0

route outside 0.0.0.0 0.0.0.0 213.1.1.2 1
crypto ikevl enable outside

crypto ikevl policy 10
authentication pre-share
encryption aes-256
hash sha
group 5
lifetime 86400




ASAZ2 Configuration (2/2)

access-1list 100 extended permit ip 10.1.1.0 255.255.255.0 192.168.1.0
255.255.255.0

crypto ipsec ikevl transform-set SET1 esp-aes-256 esp-sha-hmac

crypto map MAP1 10 match address 100

crypto map MAPl1 10 set peer 194.1.1.10 195.1.1.10
crypto map MAP1 10 set ikevl transform-set SET1
crypto map MAPl1l interface outside

tunnel-group 194.1.1.10 type ipsec-121
tunnel-group 194.1.1.10 ipsec-attributes
ikevl pre-shared-key ****xx

tunnel-group 195.1.1.10 type ipsec-121
tunnel-group 195.1.1.10 ipsec-attributes
ikevl pre-shared-key ****xx*




Possible Problems

« |P SLA and tracking are limited on ASA
* only ICMP Echo is supported
* multiple operations with AND/OR logic are not supported
* single failure causes SLA and tracking object go down

CSCti67445 ENH: Implement "delay up/down" command in ASA Object
Tracking

* it is possible to configure “num-packets” in IP SLA, but all of ICMP probes are
sent at once

« |IP SLAIs not supported in multiple context mode
CSCug56848 ENH: SLA Monitoring support in Multi-Context Mode



Basic Troubleshooting

Verify routing, verify that TCP conn goes over tunnel to primary int.

ASAl# show track

Track 1
Response Time Reporter 1 reachability
Reachability is Up
2 changes, last change 00:01:20
Latest operation return code: OK
Latest RTT (millisecs) 1
Tracked by:

STATIC-IP-ROUTING O

ASAl# show route

192.168.1.0 255.255.255.0 is directly connected, inside
195.1.1.0 255.255.255.0 is directly connected, backup
194.1.1.0 255.255.255.0 is directly connected, primary
S* 0.0.0.0 0.0.0.0 [1/0] wvia 194.1.1.2, primary

QQQO:

ASAl# show conn long

TCP primary: 10.1.1.2/23 (10.1.1.2/23) inside: 192.168.1.2/51887
(192.168.1.2/51887), flags UIO , idle 6s, uptime 6s, timeout 1hOm, bytes 71




Switchover (ISP1 failure)

Static crypto map

primary
192.168.1.0/24

g—

10.1.1.0/24




Switchover (ISP1 failure)

- DPD on ASA1 and remote ASA2 detects that ISP1 has failed
- (def. DPD timers on ASA: isakmp keepalive threshold 10 retry 2)

$ASA-3-713123: Group = 213.1.1.10, IP = 213.1.1.10, IKE lost contact with
remote peer, deleting connection (keepalive type: DPD)

$ASA-5-713259: Group = 213.1.1.10, IP = 213.1.1.10, Session is being torn
down. Reason: Lost Service

%$ASA-4-113019: Group = 213.1.1.10, Username = 213.1.1.10, IP =
252.122.158.200, Session disconnected. Session Type: LAN-to-LAN, Duration:
Oh:04m:01s, Bytes xmt: 914, Bytes rcv: 845, Reason: Lost Service




Switchover (ISP1 failure)

- |P SLA detects that ISP1 has failed

- Tracking installs new default route via backup interface

%$ASA-6-622001: Removing tracked route 0.0.0.0 0.0.0.0 194.1.1.2, distance 1,
table Default-IP-Routing-Table, on interface primary

ASAl# show route

S* 0.0.0.0 0.0.0.0 [100/0] wvia 195.1.1.2, backup

- Note that TCP connection remains in the conn table via primary
interface...

ASAl# show conn long

TCP primary: 10.1.1.2/23 (10.1.1.2/23) inside: 192.168.1.2/51887
(192.168.1.2/51887), flags UIO , idle 1lm42s, uptime 2m30s, timeout 1hOm, bytes

71




Switchover (ISP1 failure)

- New TCP connection is initiated

- Which causes new tunnel to be established (via backup interface)

$ASA-5-713041: IP = 213.1.1.10, IKE Initiator: New Phase 1, Intf inside, IKE
Peer 213.1.1.10 1local Proxy Address 192.168.1.0, remote Proxy Address
10.1.1.0, Crypto map (MAP1)

ASAl# show conn long

TCP backup: 10.1.1.2/23 (10.1.1.2/23) inside: 192.168.1.2/19371
(192.168.1.2/19371), flags UIO , idle 1m53s, uptime 1m53s, timeout 1hOm, bytes
71

TCP primary: 10.1.1.2/23 (10.1.1.2/23) inside: 192.168.1.2/51887
(192.168.1.2/51887), flags UIO , idle 5mlls, uptime 5m59s, timeout 1hOm, bytes
71

- The same sequence of events takes place when ISP1 recovers
(in this specific topology)



What will happen with old TCP

connection?
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What happens with TCP connections

- But what will happen with old TCP connection that goes over non-
existent tunnel?

- It will be torn down on the ASA as soon as next packet is received
(the connection remains active on the client at this point)

- ASA responds with TCP RST to 15t client retransmit which tears
down this TCP connection on the client (this happens because
“service resetoutbound” is enabled on ASA by default)

- The TCP connection remains active on the server until it times out
due to inactivity

- UDP connections are transparently re-created on ASA by traffic



What happens with TCP connections

- The following syslog messages are produced:

$ASA-6-302014: Teardown TCP connection 144 for primary:10.1.1.2/23 to
inside:192.168.1.2/51887 duration 0:08:00 bytes 71 Tunnel being brought up or
torn down

$ASA-6-106015: from 192.168.1.2/51887 to 10.1.1.2/23
flags PSH ACK on interface inside

- Also, the following ASP drop counters are incremented:

ASAl# show asp drop

Frame drop:
IPSEC tunnel is down (ipsec-tun-down) 1
First TCP packet not SYN ( )

- Standard conn teardown message is produced for UDP:

$ASA-6-302016: Teardown UDP connection 4539 for primary:10.1.1.2/12345 to
inside:192.168.1.2/54321 duration 0:01:30 bytes 64




Possible Problems

 This process looks tricky

- Why don’t we tear down ALL connections at once when their
underlying tunnel goes down? Performance / CPU load reasons!

- Can we guarantee that all connections are torn down? This is
very important to avoid tunnel flapping! Read on!

- What will happen with connections if their underlying tunnel
doesn’t go down, for example, when DPD is disabled? Read on!



Connections Creation and
Teardown

© 2013 Cisco and/or its affiliates. All rights reserved Cisco Confidential 65



Side Note: Clear-text Connections

- For clear-text connections we have two mechanisms to facilitate
convergence when outgoing interface changes due to routing

change

- The first one was implemented in 8.0(5) software release

CSCs042904 When routes change, connections should be updated
automatically

- Typical diagnostics is:

%ASA-6-110003: Routing failed to locate next hop for TCP from
inside:192.168.1.4/51394 to primary:4.4.4.4/23

- Connection is torn down and “no-adjacency” ASP drop counter is
Incremented

- This mechanism is enabled by default and cannot be disabled
. IR [ D DO I |



Side Note: Clear-text Connections

- Second mechanism “enhances” the previous one for cases when
floating-static routes (routes that have bigger admin distance) are
used, for example:

route primary 0.0.0.0 0.0.0.0 194.1.1.2 1 track 1
route backup 0.0.0.0 0.0.0.0 195.1.1.2 100

- With such configuration switchback from the backup interface to
the primary interface doesn’t tear down connections running over
the backup interface. This may sometimes cause problems

- Switchover from the primary interface to the backup interface
works fine and connections are torn down



Side Note: Clear-text Connections

- The fix was integrated into 8.2(4.2), 8.3(2.12), 8.4(1.1) releases

CSCsy19222 Conns should update when using dynamic protocol and
floating statics

- In order to tear down connections during switchback, explicit
configuration is required:

timeout floating-conn 0:00:30

- We lookup egress interface when the first next packet arrives on
a flow. If there is a change in egress interface, we schedule the
flow for termination after user configured time-out (floating-conn).

- All connection traffic is sent to the backup interface in the

meantime, even though default route points to the primary
Interface




Side Note: Clear-text Connections

The "floating-conn" timeout is off by default
The minimal configurable timeout is 30 seconds

It is only needed when it is necessary to torn down existing
connections through the backup interface when primary path
becomes available

Longer timeout allows existing short-lived flows to complete. If
timeout is off, sort of load-balancing can be achieved in some
scenarios

Note that both fixes do not work in case of connections running
over tunnels!



Connections Over Tunnels

- In certain scenarios IPsec tunnel may not go down even if the
peer Is unreachable

- Example: DPD is disabled on the ASA

Tunnel stays up even if the peer is unreachable, TCP connections running over
the tunnel are not torn down and hang

- Example: switchback from a backup ISP to a primary ISP in
certain PPPoE scenarios with DPD enabled

Outside of the scope of this presentation



Connections Over Tunnels

- S0, we may end up in a situation when tunnel is up, but cannot
pass any traffic and all connections over the tunnel hang

- And at the same time routing can re-converge (for example, IP
SLA or dynamic routing) and default route can point to a new
Interface

- Fortunately, IPsec re-convergence is usually triggered by new
TCP/UDP connections which are routed to new interface after
routing change. This triggers new P2 tunnel over new interface.
Old tunnel over old interface is torn down

- The following message can be produced:

$ASA-3-713258: IP = 213.1.1.1, Attempting to establish a phase2 tunnel on
backup interface but phasel tunnel is on primary interface. Tearing down old
phasel tunnel due to a potential routing change.




Solution for Connections Over Tunnels

- But what will happen if we don’t have “new” connections, for
example, when ASA is used as an encryption device to encrypt
and encapsulate GRE traffic exchanged by two routers?

- The answer was given by the CSCsz04730 in 8.2(5.20),
8.3(2.29), 8.4(3.1), 8.4(4), 9.0(1) versions

CSCsz04730 PIX/ASA: When route changes connections over IPSEC tunnel
not torn down

- How It was fixed:

Modify the IPsec packet injection code to monitor for changes in the egress
interface and, if a change is detected, tear down all tunnels to the affected peer



Solution for Connections Over Tunnels

- The following can be seen in fixed versions when DPD is
disabled, primary ISP experiences failure, routing installs new
default route via backup interface, next TCP packet arrives to the
ASA and should be sent to the tunnel running over primary
Interface:

$ASA-5-713259: Group = 213.1.1.1, IP
Reason: Administrator Reset

213.1.1.1, Session is being torn down.

$ASA-4-113019: Group = 213.1.1.1, Username = 213.1.1.1, IP = 213.1.1.1,
Session disconnected. Session Type: LAN-to-LAN, Duration: Oh:04m:52s, Bytes
xmt: 3644, Bytes rcv: 3765, Reason: Administrator Reset

- TCP connection remains in the ASA conn table at this point. It will
be torn down as before when next packet is received by ASA:

$ASA-6-302014: Teardown TCP connection 261 for primary:10.1.1.2/23 to
inside:192.168.1.2/26198 duration 0:04:51 bytes 1443 Tunnel has been torn down




Example of the Problem

- Still, there are scenarios, when this fix doesn'’t help... Example:




Example of the Problem

- Consider the following sequence of events:
* ISP1 experienced failure and OSPF removed routes through primary interface
» TCP connection was opened from Hostl to Host2 over ASA-R2 tunnel
* ISP1 recovered and OSPF installed routes via primary int. with better metric
» Completely new TCP connection is now opened from Hostl to Host2
* And is routed to primary interface
* This triggers new P2 tunnel from ASAto R1
* Old tunnel (ASA-R2) is not torn down in this case
« If traffic goes over old TCP connection it is routed to old tunnel by the ASA
* The traffic arrives to Host2 and reply is sent back to R1 (preferred path)
* R1 has tunnel to the ASA and sends the reply to the tunnel
* ASA receives the reply from R1 (over the new tunnel, over primary interface)

* And drops it, because conn entry for this connection points to the backup
interface (asymmetric routing!)



Example of the Problem

- The root cause of the problem is the fact that ASA allows two
identical IPsec (P2) tunnels (tunnels with identical “proxy
identities”) to two different IPsec peers (routers in this case)

- The following bug was recently opened to investigate this
behavior:

CSCui57181 ASA: Do not allow two IPsec tunnels with identical proxy IDs



Notes

- |t should be mentioned that ASA doesn’t allow two identical
tunnels to the same IPsec peer

- |If ASA Is initiator, one tunnel is torn down with the:

$ASA-3-713258: IP = 213.1.1.1, Attempting to establish a phase2 tunnel on
backup interface but phasel tunnel is on primary interface. Tearing down old
phasel tunnel due to a potential routing change.

$ASA-4-113019: Group = 213.1.1.1, Username = 213.1.1.1, IP = 213.1.1.1,
Session disconnected. Session Type: LAN-to-LAN, Duration: Oh:18m:04s, Bytes
xmt: 2612, Bytes rcv: 2924, Reason: User Requested

- If it Is a responder and the same peer attempts to establish
iIdentical P2 tunnel to the ASA, we can see:

$ASA-5-713259: Group = 213.1.1.1, IP = 213.1.1.1, Session is being torn down.
Reason: Peer Reconnected

$ASA-4-113019: Group = 213.1.1.1, Username = 213.1.1.1, IP = 213.1.1.1,
Session disconnected. Session Type: LAN-to-LAN, Duration: Oh:04m:14s, Bytes
xmt: 554, Bytes rcv: 445, Reason: Peer Reconnected




Notes
- Finally, the bug CSCui57181 is only valid if the ASA is P2 initiator

- If it is a responder and some other peer attempts to establish
identical tunnel to the ASA, we can see:

$ASA-7-715068: Group = 194.1.1.1, IP = 194.1.1.1, Duplicate remote proxy
(10.1.1.0/255.255.255.0) detected. Replacing old tunnel. 0Old peer:
195.1.1.2:500; New peer: 194.1.1.1:500

$ASA-5-713259: Group = 195.1.1.2, IP = 195.1.1.2, Session is being torn down.
Reason: Peer Address Changed

$ASA-4-113019: Group = 195.1.1.2, Username = 195.1.1.2, IP = 195.1.1.2,
Session disconnected. Session Type: LAN-to-LAN, Duration: Oh:01m:52s, Bytes
xmt: 474, Bytes rcv: 445, Reason: Peer Address Changed




Another Example

Dynamic crypto ma
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Dynamic crypto map



Another Example

- Consider the following sequence of events:
* TCP connection 1 was opened over Router-ASAL1l tunnel
* After that ISP1 experienced failure
* DPD tore down the failed tunnel
« Completely new TCP connection 2 was opened
* And new tunnel was created via ISP2 between Router and ASA2
* The problem is that router doesn’t have notion of “TCP connections”
* If the client sends traffic over connection 1, it is routed to Router-ASA2 tunnel

* The traffic arrives to ASA2 and is dropped there, because ASA2 doesn’t have
such a connection in its conn table



Solution for Both Cases

- Obviously, we need something to tear down hung connections on
the client and/or server

- The following command does the trick
service resetinbound

- ASA will send TCP RST to the sender if connection entry doesn't
exist for the traffic

- This command is disabled by default



Summary of Solutions for Connections

- Remember that connection egress interface has priority over
routing table

- The following features help rebuild connections running over
tunnels in dual-ISP topologies:
» Tear down connections if their tunnel has been torn down
» Tear down tunnel if connection egress interface has changed (CSCsz04730)
* Do not allow tunnels with identical proxy identities

7 13

- The “service resetinbound”, “service resetoutbound” help tear
down TCP connections on endpoints

- Dead Peer Detection plays crucial role in many scenarios

- The following feature is not compatible and cannot be used in
Single ASA — Dual ISP topologies:

sysopt connection preserve-vpn-flows
D HENTTTET O PaaaasE OO



Final Notes About Connections

Even though many protective technologies exist, you can still face
with bugs

Example:

CSCue97782 ASA: Old connections tear down IPsec VPN tunnel on
switchover

CSCued46275 Connections not timing out when the route changes on the
ASA

This bug can cause VPN flapping due to stale connection entries
Fixed in: 8.4(6.6), 9.0(3.1), 9.1(2.5)

It is highly recommended to upgrade before configuring
redundant Site-to-Site VPNs on ASA



SPF Over Tunnels
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OSPF Over Tunnels

OSPF over L2L tunnels is supported on ASA since 7.0

In other to send OSPF over tunnel it should run on the same
Interface where crypto map is applied (remember that ASA
doesn’t support logical tunnel interfaces)

ASA negotiates additional tunnel with its peers for OSPF:
[ASA-IP/32 <-> Remote-IP/32] for IP protocol 89 (OSPF)

This should be explicitly included into crypto ACL

ASA cannot send multicast traffic to the tunnel
“ospf network point-to-point non-broadcast” should be configured
“neighbor 213.1.1.10 interface primary” should be configured



OSPF Over Tunnels

« Currently this works between ASA devices only

Routers can be configured with “ip ospf network point-to-multipoint non-
broadcast”, but this doesn’t help much: OSPF adjacency cannot be established
if ASA outside IP and router IP are in different IP subnets:

CSCty10786 ENH: Add support for OSPF p2p neighbor on different network

OSPF-1 ADJ Fa0/0: Rcv pkt from 195.1.1.10, area 0.0.0.0 : src not on the
same network

- ASA doesn’t support “point-to-multipoint non-broadcast” OSPF
network type

This means that ASA can have only one OSPF neighbor on each interface, i.e.
you need as many interfaces as you have tunnels!

CSCsh17456 OSPF: Implement point-to-multipoint for supporting multiple
neighbors

ERROR: Only one neighbor allowed on point-to-point interfaces




OSPF Over Tunnels

- Explicit host route to tunnel destination needs to be configured on
each ASA

route primary 213.1.1.10 255.255.255.255 194.1.1.2

« ASA runs OSPF on its outside interface and announces
corresponding network to its peer. Without static host route this
would cause recursive routing failures and tunnel flapping

ASAl# show route

213.1.1.0 255.255.255.0 [110/2] wvia 213.1.1.10, 0:34:10, primary
213.1.1.10 255.255.255.255 [1/0] wvia 194.1.1.2, primary
10.1.1.0 255.255.255.0 [110/11] wvia 213.1.1.10, 0:34:10, primary
192.168.1.0 255.255.255.0 is directly connected, inside
195.1.1.0 255.255.255.0 is directly connected, backup
194.1.1.0 255.255.255.0 is directly connected, primary

* 0.0.0.0 0.0.0.0 [1/0] wvia 194.1.1.2, primary

WO nOo:




OSPF Over Tunnels

-« Overall, this feature can be used as a “replacement” for IP SLA,
DPD and RRI in a typical “triangle” topology:

* OSPF Hello packets will check reachability, instead of DPD (but DPD is still
needed to tear down failed tunnels)

* OSPF will rebuild routing table in case of ISP failure (but IP SLA is still
needed to provide redundancy for Internet access)

* RRI and redistribution are not needed anymore

- To achieve ISP redundancy you need two interfaces

* Typical topology is head-office with two ASAs and remote office with single
ASA connected to two different ISPs via two different physical or sub-interfaces

* The problem is that you need new outside interface on each ASA to connect
new remote office (CSCsh17456)! This is not scalable!

- The best solution would be to implement logical tunnel interfaces!
* CSCtu06739 ENH: Introduce support for virtual interfaces for VPN on ASA



OSPF Over Tunnels

- Sample configuration (see also

http://www.cisco.com/en/US/products/hw/vpndevc/ps2030/produc
ts_configuration_example09186a00804acfea.shtml)

interface GigabitEthernet0/0.98

vlan 98

nameif primary

security-level 0

ip address 194.1.1.10 255.255.255.0

ospf cost 1

ospf network point-to-point non-broadcast

interface GigabitEthernet0/0.103

vlan 103

nameif inside

security-level 100

ip address 192.168.1.10 255.255.255.0




OSPF Over Tunnels

- Sample configuration (see also
http://www.cisco.com/en/US/products/hw/vpndevc/ps2030/produc
ts_configuration_example09186a00804acfea.shtml)

access-list 100 extended permit ip 192.168.1.0 255.255.255.0 10.1.1.0
255.255.255.0
access-list 100 extended permit ospf host 194.1.1.10 host 213.1.1.10

crypto ipsec ikevl transform-set SET1 esp-aes-256 esp-sha-hmac

crypto map MAP1 10 match address 100

crypto map MAP1 10 set peer 213.1.1.10

crypto map MAP1 10 set ikevl transform-set SET1
crypto map MAPl interface primary

router ospf 1

network 192.168.1.0 255.255.255.0 area 0
network 194.1.1.0 255.255.255.0 area 0
neighbor 213.1.1.10 interface primary

route primary 213.1.1.10 255.255.255.255 194.1.1.2 1

I . I L | I




onclusion
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Conclusion
- Fault-tolerant Site-to-Site IPsec VPNSs are possible with ASA

- Each topology requires its own set of features, such as RRI, etc.

- Connections should be torn down and reestablished, unless
stateful failover is used

« The “service resetoutbound” and “service resetinbound”
commands may help

- Dynamic routing over tunnels with OSPF is possible in certain
topologies, but this solution doesn’t scale well

- Logical GRE/VTI tunnels are not implemented on ASA
* CSCtu06739 ENH: Introduce support for virtual interfaces for VPN on ASA

- New routing code is being ported to ASA and will change certain

things in the future
. [ D DO I |
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Onpoc #3: Kakne TeMbl CEMUHAPOB MO
be3onacHOCTM BaM UHTEPECHbI?

icnonb3oBaHne AnyConnect ¢ ASA 1 mapLupyTtnsatopamu
Mcnonb3oBaHne ASR1k ans opranmdaumm L2L VPNs
Clustering B ASA 9.x

IPv6 Ha ASA

g A~ L D E

Smart Call-Home Ha ASA n gpyrne BosamMoXXHOCTM Smart-
nogaepxku Cisco

6. [lpoaykTbl IronPort



Q&A

JKCrnepT OTBETUT HA HEKOTOPbLIe Balun
Bonpockl. icnonb3ymnte Q&A naHensb,
4yTOObI 334aTh eLle BONpocChHl
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Ceccusa «Cnpocutb IKcnepta»

Monyuntb AononHuTenbHY MHdOPMaLMIO, a TaKKe 3a4aTb BONPOCHI
3KcnepTam B paMKax A4aHHOM TeMbl Bbl MOXeTe B Te4eHune ABYX
HeAenb, HAa CTPaHULe, 4OCTYNHOMW NO CChINKe

https://supportforums.cisco.com/community/russian/expert-corner

Bbl MmoXeTe nony4ynTtb Buaeo3anncb 4aHHOro ceMmHapa u TekCT
ceccun Q&A B Te4eHUU bnunkamwimx 5 oHen No cnegyroLwen cebirike

https://supportforums.cisco.com/community/russian/expert-corner/webcast
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NMpurnawaem Bac aktnBHoO yyacTtBoBaTb B Cisco
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