Section 4.6 Order Statistics

Order Statistics

Let X1, X5, X3, X4, X5 be iid random variables with a distribution F with a

Lecture 15: Order Statistics range of (a, b). We can relabel these X's such that their labels correspond
to arranging them in increasing order so that

Statistics 104 X(]_) < X(z) < X(3) < X(4) < X(5)
Colin Rundel
Xy X X@) Xy Xe)
March 14, 2012 : X XX % X b

In the case where the distribution F is continuous we can make the
stronger statement that

X < X@) < X@) < Xy < Xes)
Since P(X; = X;j) = 0 for all i # j for continuous random variables.
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Order Statistics, cont. Notation Detour

For X1, Xa, ..., X, iid random variables X is the kth smallest X, usually For a continuous random variable we can see that

called the kth order statistic.
f(x)em P(x<X<x+e)=PXe€[x,x+¢])

X(1) is therefore the smallest X and lim f(x)e = lim P(X € [x,x + €])
X(l) = min(Xl,...,X,,) f(x):!mP(Xe [X’X+6])/6
Similarly, X(,) is the largest X and

Plz<X<az+e¢)=PX€lz,z+¢€)

X(n) = max(Xl, ce ,X,,)

[z

f(z+e)

x x+e
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Density of the maximum Density of the minimum
For X1, X5, ..., X, iid continuous random variables with pdf f and cdf F For X1, X5, ..., X, iid continuous random variables with pdf f and cdf F
the density of the maximum is the density of the minimum is
P(X(n) € [x,x + €]) = P(one of the X's € [x,x + €] and all others < x) P(Xu) € [x,x + €]) = P(one of the X's € [x, x + €] and all others > x)
= Z P(X; € [x,x + €] and all others < x) = Z P(Xi € [x,x + €] and all others > x)
i1 i=1
= nP(X1 € [x,x + €] and all others < x) = nP(X1 € [x,x + €] and all others > x)

nP(X1 € [x, x + €])P(all others < x)
nP(X1 € [x,x + €])P(Xa < x)--- P(Xy < x)
nf(x)eF(x)"*

nP(X1 € [x, x + €])P(all others > x)
nP(X1 € [x,x + €])P(X2 > x)--- P(Xn > x)
nf(x)e(1 — F(x))" "

fim(x) = nf(x)F(x)"* fiy(x) = nf(x)(1 — F(x))"*
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Density of the kth Order Statistic Cumulative Distribution of the min and max
For X1, X5, ..., X, iid continuous random variables with pdf f and cdf F For X1, X5, ..., X, iid continuous random variables with pdf f and cdf F
the density of the kth order statistic is the density of the kth order statistic is
P(Xw € [x,x +¢€]) = P(one of the X's € [x, x + €] and exactly k — 1 of the others < x) Fay(x) = P(X@) <x) =1 = P(Xu) > x)
n =1-PXi>x,...,X >x)=1—P(X1 > x)--- P(Xp > x)
= Z P(X; € [x,x + €] and exactly k — 1 of the others < x) =1-(1-F(x))"

i=1
= nP(X1 € [x,x + €] and exactly k — 1 of the others < x)

Finy(x) = P(X(n) < x) =1— P(X(ny > x)
= nP(X1 € [x,x + €])P(exactly k — 1 of the others < x)

=P(X1 <x,..., X <x)=P(X1 <x)---P(Xp < x)

= nP(X1 € [x,x + €]) ((Z B 1) P(X < x)*7'P(X > x)"_k> = nf(> = F(x)"
fio (x) = nf(x) (Z i 1) FO) (L= Fl)™™ ) = 21— FY = 1 — Fe L) = e - Py

dF(x) n—1
g = nf(x)F(x)
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Order Statistic of Standard Uniforms

Beta Distribution

iid

Let X1, Xa, ..., X, ~ Unif(0, 1) then the density of X, is given by The Beta distribution is a continuous distribution defined on the range
(0,1) where the density is given by
n—1 k—1 n—k f(X) — 1 erl(l _ X)s—l
() = nf() | | _ | JFe (1= FOo) B(r9)
("X 11— x) k0 <x <1 wh_ere B(r,s) is called Fhe_Beta function and it is a normalizing constant
o otherwise which ensures the density integrates to 1.
1
This is an example of the Beta distribution where r = k and s = n— k4 1. 1 :/ F(x)dx
0
t
1= / x"7H1 = x)*"tdx
X(k) ~ Beta(k, n—k+ 1) o B(r,s)
_ 1 ! r—1 s—1
= B(r,s)/o X1 —=x)"""dx
1
B(r,s) = / x"7H1 = x)* ldx
0
Statistlcs 104 (Colin'Rundel) [iectlirels [iectlirelS
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Beta Function

Beta Function - Expectation

The connection between the Beta distribution and the kth order statistic Let X ~ Beta(r,s) then
of n standard Uniform random variables allows us to simplify the Beta
function. Y .
E(X)_/0 XB(r,S)X (1 —x)""dx
1 1 r - s—
B(r,s):/ X711 = x)* tdx = B0 s) /0,1x< 711 — x)*Ldx
0 )
B(r+1,s
Blln—k-+1) = :ﬁ
(kk__ll)|(n_1_k+1)| _rl(s=1) (r+s—1)!
I . N VIE]
(r—l)!(n—k)!- __rt (r+s-1)
= —n! (I’— 1)' (r+$)|
_ (r—1Ys—1)! _ r(r)r(s) —_r
(r4+s—1)! M(r+s) r+s
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Beta Function - Variance
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Beta Distribution - Summary

Let X ~ Beta(r,s) then

1
E(X?) :/0 x2 B(i S)X’_l(l — x)* " ldx
_ B(r+2,5)  (r+1s—1)! (r+s—1)!
T B(r,s)  (r4+s+1)! (r—=1)(s—1)!

_ (r+Dr
- (r+s+1)(r+s)

Var(X) = E(X?) — E(X)?
_ (r+1r _ r?
T (r+s+1)(r+s)  (r+s)?
_ (r+Dr(r+s)—r¥(r+s+1)

(r+s+1)(r+s)?

NS
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Minimum of Exponentials
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If X ~ Beta(r,s) then

1
B(r,s)

f(x) =

erl(l o X)571

F(x) = /OX B(:rl, S)erl(l —x)ldx =

B(r,s)
B(r,s)

r=1I(s=1)!  T(r)(s)

B(r,s) = /01 x N1 = x)*tdx = (
Bx(r,s) = /0 X" THL = x)*dx

E(X) = r —:— s
rs
Var(X) = (r+s)?(r+s+1)
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Maximum of Exponentials

(r+s—1)! ~ T(r+s)

March 14, 2012 13 / 24

iid

Let X1, Xa,...,Xh ~ Exp(\), we previously derived a more general result
where the X's were not identically distributed and showed that

min(Xi, ..
case.

., Xn) ~ Exp(A1 + -+ -+ Ap) = Exp(n)) in this more restricted

Lets confirm that result using our new more general methods

fiy(x) = nf(x)(1 = F(x))""

=n (Ae”‘x) (1 -[1- efAX])ni1

= nhe ™ (e_’\x]) "

= n\ (eka]> ’

_ n)\e—nAx

Which is the density for Exp(nA).
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Let X1, Xo,..., X, g Exp(\) then the density of X, is given by

fimy(x) = nf(x)F(x)"_1

=n(re™) (1)

Which we can’t do much with, instead we can try the cdf of the maximum.

Lecture 15
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Maximum of Exponentials, cont. Limit Distributions of Maxima and Minima

Let X1, X2,..., X, i Exp()) then the cdf of X, is given by Previous we have shown that
Fin(x) = F(x)"
(m\X (1X _)\X)n F(1)(X) = P(X(l) < X) —1— (1 . F(X))"
—Ax\ " F(n)(X) = P(X(n) < X) — F(X)
_ <1 _ne )
n

Fin(x) = exp(—ne ™)

When n tends to infinity we get

. . Y
lim_ Finy(x) = lim. exp(—ne” ") =0

: : 0 ifF(x)=0
lim Fy(x) = lim 1 —(1—F(x))" = . (x)
. . . el n—0o n—00 1 if F(x)>0
This result is not unique to the exponential distribution...
, , n 1 ifF(x)=1
lim Fpy(x) = lim F(x)" = _
n—roo n—00 0 ifF(x)<1
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Limit Distributions of Maxima and Minima, cont. Maximum of Exponentials, cont.
These results show that the limit distributions are degenerate as they only Let X1, Xa,..., Xp i Exp(\) and a, = log(n)/\, b, = 1/ then the cdf of
take values of 0 or 1. To avoid the degeneracy we would like to use a X(n) is given by
simple transform that such that the limit distributions are not degenerate.
. . . . Fny(an + bnx) = F((log(n) + x)/A)"
Let's consider simple linear transformations _ (1 B efk(log(n)er)/)\)"
. o n_ — (1 e EMe—)"
nIergo Finy(an + bnx) = nll[go F(an+ bnx)" = F'(x) ( i : )
T Fy(en+ dpx) = lim 1= (1= F(cn + dx))" = F"(x) =(1—e"/n)
X Jim_ Fio(an + b0x) = exp(—e )
Fny(an + bax) = P(X(n) < an + bax) = P (% < x)
Fy(cn + dax) = P(Xa) < o+ dox) = P (Ll)d_ Cn o X) This is known as the standard Gumbel distribution.
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Gumbel Distribution Maximum of Exponentials, cont.
Let X ~ Gumbel(0, 1) then Let X1, Xa,..., Xp i Exp(\) and a, = log(n)/\, b, =1/ then if nis
large we can use the Standard Gumbel to calculate properties of X(,).
; Median(X(,,)) = mp)
S 3 P(X(,,) < m(,,)) = 1/2
. z N p (X(n)b— an < mG) —1/2
: B P(X(,,) < ap+ ban) = 1/2
-5 0 5 10 5 0 5 10 m(n) _ an + ban
F(x) = exp(—e™) E(X)=n/V6 - %Iogn - % log log 2
f(x) = e “exp(—e ™) Median(X) = — log(log(2))
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Maximum of Exponentials, Example Maximum of Uniforms
In 2009 Usain Bolt broke the world record in the 100 meters with a time of Let X1, X5,..., X, id Unif(0,1) and a, = 1, b, = 1/n then the cdf of X(,,)
9.58 seconds in Berlin, Germany. If we imagine that the running speed in is given by
m/s of competitive sprinters is given by an Exponential distribution with
A = 1. How many sprinters would need to run to have a 50/50 chance of Finy(x) = F(x)"
beating Usian Bolt's record (having a faster running speed)? — )"
Let X ~ Exp(1) then we need to find n such that .
Median(X(r)) > 100/9.58 Fim(@n & box) = F(an + bnx)
=(1+x/n)"

nll[go Fiy(an+ bax) =€

This is example of the Reverse Weibul distribution.
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Maximum of Paretos

This is a distribution we have not seen yet, but is useful for describing many physical
processes. It's key feature is that it has long tails meaning it goes to 0 slower than a
distribution like the normal.

Let X1, Xo,..., X, X Pareto(a, k) and a, = 0, b, = kn'/ then the cdf of X is

Fx(x) = {1— ()" if x > &,

0 otherwise
The cdf of X(,) is then given by

Funy(x) = F(x)" = (1 - (§>a>

n __ k A\ . x ¢ n
Fm(an + bax) = F(an + bax)" = (1 — (W) ) = (1 - )
nll[go F(")(a" + b"X) =€

This is example of the Fréchet distribution.
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