CHAPTER 4
SOLUTIONSTO PROBLEMS

4.1 (i) and (iii) generally cause thestatistics not to havetalistribution under bl
Homoskedasticity is one of the CLM assumptions. ilAportant omitted variable violates
Assumption MLR.3. The CLM assumptions contain rention of the sample correlations
among independent variables, except to rule outdlse where the correlation is one.

42 (i) Ho: B, = 0. H: B, > 0.

(i) The proportionate effect agalary is .00024(50) = .012. To obtain the percentatgref
we multiply this by 100: 1.2%. Therefore, a 50npaeteris paribus increaserios is predicted
to increase salary by only 1.2%. Practically spegakhis is a very small effect for such a large
change irros.

(iif) The 10% critical value for a one-tailed tegsingdf = «, is obtained from Table G.2 as
1.282. Thd statistic orros is .00024/.00054 .44, which is well below the critical value.
Therefore, we fail to rejectdat the 10% significance level.

(iv) Based on this sample, the estimatesicoefficient appears to be different from zero only
because of sampling variation. On the other haratijdingros may not be causing any harm; it
depends on how correlated it is with the other reshelent variables (although these are very
significant even withros in the equation).

4.3 (i) Holding profmarg fixed, Ardifntens = .321Alog(sales) = (.321/100)[10@ log(sales)] =

.00321(%sales). Therefore, if %Asales = 10, Ardintens = .032, or only about 3/100 of a
percentage point. For such a large percentagedserin sales, this seems like a practically
small effect.

(i) Ho: B, =0 versus kt B, > 0, whereg, is the population slope on Isg(es). Thet

statistic is .321/.216 1.486. The 5% critical value for a one-tailed,testh df = 32 — 3 = 29,

is obtained from Table G.2 as 1.699; so we cargjett H at the 5% level. But the 10% critical
value is 1.311; since thestatistic is above this value, we rejegtififavor of H at the 10%

level.

(iif) Not really. Itst statistic is only 1.087, which is well below ewvie 10% critical value
for a one-tailed test.

4.4 () Ho: B, =0. H: B, 0.

(ii) Other things equal, a larger population irages the demand for rental housing, which
should increase rents. The demand for overallihgus higher when average income is higher,
pushing up the cost of housing, including renttésa
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(i) The coefficient on logfop) is an elasticity. A correct statement is thal 086 increase
in population increaseent by .066(10) = .66%.”

(iv) With df = 64 — 4 = 60, the 1% critical value for a twddéditest is 2.660. Thestatistic
is about 3.29, which is well above the criticalual Sog, is statistically different from zero at

the 1% level.

4.5 (i) .412+ 1.96(.094), or about .228 to .596.
(i) No, because the value .4 is well inside tB&dClI.
(i) Yes, because 1 is well outside the 95% CI.

4.6 (i) With df = n— 2 = 86, we obtain the 5% critical value from Ba@.2 withdf = 90.
Because each test is two-tailed, the critical vadue987. The statistic for H: 5, = 0 is about -

.89, which is much less than 1.987 in absoluteezallherefore, we fail to reje¢s, = 0. Thet
statistic for H: £, = 1is (.976 — 1)/.04% -.49, which is even less significant. (Remembsr,
reject H in favor of H, in this case only ift]| > 1.987.)

(i) We use the SSR form of tlestatistic. We are testingg= 2 restrictions and thdf in the
unrestricted model is 86. We are given $8R09,448.99 and SSR= 165,644.51. Therefore,

= (209,448.99- 165,644.51) 6 11.37,
165, 644.51 2

which is a strong rejection ofgH from Table G.3c, the 1% critical value with 2e80df is
4.85.

(iif) We use ther-squared form of th€ statistic. We are testirgg= 3 restrictions and there
are 88 — 5 = 88f in the unrestricted model. THestatistic is [(.829 — .820)/(1 — .829)](83/3)
1.46. The 10% critical value (again using 90 deimawordf in Table G.3a) is 2.15, so we fail to
reject H at even the 10% level. In fact, thevalue is about .23.

(iv) If heteroskedasticity were present, AssumpfibLR.5 would be violated, and tle
statistic would not have dndistribution under the null hypothesis. Therefa@mparing thé
statistic against the usual critical values, oaobhg thep-value from the~ distribution, would
not be especially meaningful.

4.7 (i) While the standard error dmsemp has not changed, the magnitude of the coeffidiaat
increased by half. Thtestatistic orhrsemp has gone from about —1.47 to —2.21, so now the
coefficient is statistically less than zero at 8¢ level. (From Table G.2 the 5% critical value
with 40df is —1.684. The 1% critical value is —2.423, sogivalue is between .01 and .05.)
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(i) If we add and subtragB, log(employ) from the right-hand-side and collect terms, we
have

log(scrap) = 5, + B hrsemp + [ S, log(sales) -5, log(employ)]

+ [B,log(employ) + S;log(employ)] + u
= [ + Bhrsemp + f,log(sales’employ)
+ (B, + [B;)log(employ) +u,

where the second equality follows from the fact tbg(sales/employ) = log(sales) —
log(employ). Defining &, = 5, + [, gives the result.

(i) No. We are interested in the coefficientlog(employ), which has & statistic of .2,
which is very small. Therefore, we conclude tthat $ize of the firm, as measured by
employees, does not matter, once we control faritrgand sales per employee (in a
logarithmic functional form).

(iv) The null hypothesis in the model from pai} i Ho: 8, = —1. The statistic is [-.951 —

(-1))).37 = (1 — .951)/.3% .132; this is very small, and we fail to rejectatier we specify a
one- or two-sided alternative.

4.8 (i) We use Property VAR.3 from Appendix B: Vaﬁl(— 3/3’2) = Var (,[31) + 9 Var (,3’2) -6
Cov (8., ).

@i t= ([3’1— 3[?2 - 1)/se([>’1— 3[3’2), so we need the standard error[@f— 3[?2.

(i) Becaused, = B, — 36, we can write3, = 8, + 35,. Plugging this into the population
model gives

y By + (6, +3B)x+ BoXo+ BiXs+u

,30 + elxl + :82(3)(1 + XZ) + 133)(3 + U
This last equation is what we would estimate byasgingy onxs, 3x; + Xz, andxz. The
coefficient and standard error gnare what we want.

4.9 (i) With df = 706 — 4 = 702, we use the standard normal afitialue (If = 0 in Table G.2),
which is 1.96 for a two-tailed test at the 5% levilow teg,c = —-11.13/5.88= —1.89, SOthyy| =
1.89 < 1.96, and we fail to rejecbHB,,,. = 0 at the 5% level. Alsdyge = 1.52, saageis also

statistically insignificant at the 5% level.
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(i) We need to compute thesquared form of th€ statistic for joint significance. B =
[((113-.103)/(1- .113)](702/2)= 3.96. The 5% critical value in tike ;0. distribution can be
obtained from Table G.3b with denominatib= co: cv = 3.00. Thereforeeduc andage are
jointly significant at the 5% level (3.96 > 3.00n fact, thep-value is about .019, and sduc
andage are jointly significant at the 2% level.

(iif) Not really. These variables are jointly sificant, but including them only changes the
coefficient ontotwrk from —.151 to —.148.

(iv) The standard andF statistics that we used assume homoskedasticigddition to the
other CLM assumptions. If there is heteroskedigtiic the equation, the tests are no longer
valid.

4.10 (i) We need to compute tlrestatistic for the overall significance of the reggion with
n=142 ank = 4: F = [.0395/(1 — .0395)](137/4¥ 1.41. The 5% critical value with 4
numeratodf and using 120 for the numeratty is 2.45, which is well above the valueFof
Therefore, we fail to rejectdd 5, = 5, = B, = B, = 0 at the 10% level. No explanatory

variable is individually significant at the 5% lévé he largest absolutestatistic is ordkr, tg =
1.60, which is not significant at the 5% level agdia two-sided alternative.

(ii) The F statistic (with the samdf) is now [.0330/(1 —.0330)](137/4 1.17, which is
even lower than in part (i). None of thstatistics is significant at a reasonable level.

(iii) It seems very weak. There are no signifidastatistics at the 5% level (against a two-
sided alternative), and tirestatistics are insignificant in both cases. Fkss than 4% of the
variation inreturn is explained by the independent variables.

4.11 (i) In columns (2) and (3), the coefficient profmarg is actually negative, although its
statistic is only about —1. It appears that, ditce sales and market value have been controlled
for, profit margin has no effect on CEO salary.

(i) We use column (3), which controls for the mfactors affecting salary. Thestatistic on
log(mktval) is about 2.05, which is just significant at tlé fevel against a two-sided alternative.
(We can use the standard normal critical valueg.]l.%$o lognktval) is statistically significant.
Because the coefficient is an elasticity, a cetaaisbus 10% increase in market value is
predicted to increasalary by 1%. This is not a huge effect, but it is negingible, either.

(iif) These variables are individually significaatlow significance levels, withQeen = 3.11
and teomen = —2.79. Other factors fixed, another year as CH® the company increases salary
by about 1.71%. On the other hand, another yeiéwtive company, but not as CEO, lowers
salary by about .92%. This second finding at Setms surprising, but could be related to the
“superstar” effect: firms that hire CEOs from adésthe company often go after a small pool of
highly regarded candidates, and salaries of thesple are bid up. More non-CEO years with a
company makes it less likely the person was hisedreoutside superstar.

25



SOLUTIONSTO COMPUTER EXERCISES

4.12 (i) Holding other factors fixed,

AvoteA = S Alog(expendA) = (8,/100)[100A logéxpendA )
= (8,/100)(YAexpendA ),

where we use the fact that ID0og(expendA) = %AexpendA. So £,/100 is the (ceteris
paribus) percentage point changeateA whenexpendA increases by one percent.

(i) The null hypothesis is §1 £, = —f,, which means a z% increase in expenditure by A
and a z% increase in expenditure by B leamtsA unchanged. We can equivalently writg H

B+ B, =0.
(iif) The estimated equation (with standard eriarparentheses below estimates) is

voieA =45.08 +6.083 logkpendA) —6.615 logéxpendB) +.152prtystrA
(3.93) (0.382) (0.379) (.062)

n =173, R? = .793.

The coefficient on log&pendA) is very significantt(statistic= 15.92), as is the coefficient on
log(expendB) (t statistic= —17.45). The estimates imply that a 10% ceteaigops increase in
spending by candidate A increases the predictee stidhe vote going to A by about .61

percentage points. [Recall that, holding othetdm:fixed,AVQteA=(6.O83/100)%expendA).]

Similarly, a 10% ceteris paribus increase in spasymty B reducesoteA by about .66
percentage points. These effects certainly cabp@agnored.
While the coefficients on loggpendA) and logéxpendB) are of similar magnitudes (and

opposite in sign, as we expect), we do not havetdredard error of?l + [32, which is what we
would need to test the hypothesis from part (ii).

(iv) Write 8 = B, +,, or 5, = 86— [5,. Plugging this into the original equation, and
rearranging, gives

VoteA = B, + 6 log(expendA) + S, [log(expendB) — logexpendA)] + S, prtystrA + u,

When we estimate this equation we obtéin= —.532 and Seﬁl) = ,533. Thd statistic for the
hypothesis in part (ii) is —.532/.533-1. Therefore, we fail to rejecioHS, = —2,.

4.13 (i) In the model

log(salary) = B,+ B,LSAT + 5,GPA + S;log(libvol) + £, log(cost)+ S, rank + u,
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the hypothesis thaink has no effect on logélary) is Hy: 5, = 0. The estimated equation (now
with standard errors) is

logsdary) =8.34 +.0041.SAT +.248GPA+ .095 loglibvol)

(0.53) (.0040) (.090) (.033)
+.038 logtost) —.0033rank
(.032) (.0003)

n = 136, R’ =.842.

Thet statistic orrank is =11, which is very significant. tank decreases by 10 (which is a move
up for a law school), median starting salary iglpted to increase by about 3.3%.

(i) LSAT is not statistically significant gtatistic= 1.18) butGPA is very significancet(
statistic= 2.76). The test for joint significance is mooten thatGPA is so significant, but for
completeness the statistic is about 9.95 (with 2 and 180 andp-value = .0001.

(iif) When we addlsize andfaculty to the regression we lose five observations. t€aeof
their joint significant (with 2 and 131 — 8 = 18f) givesF = .95 andp-value= .39. So these
two variables are not jointly significant unless uge a very large significance level.

(iv) If we want to just determine the effect ofmerical ranking on starting law school
salaries, we should control for other factors #fegct salaries and rankings. The idea is that
there is some randomness in rankings, or the rgakimght depend partly on frivolous factors
that do not affect quality of the students. LSA®Bres and GPA are perhaps good controls for
student quality. However, if there are differencegender and racial composition across
schools, and systematic gender and race differeancadaries, we could also control for these.
However, it is unclear why these would be correlatéh rank. Faculty quality, as perhaps
measured by publication records, could be includguich things do enter rankings of law
schools.

4.14 (i) The estimated model is

log(price)= 11.67 +.000378qrft + .028%drms
(0.10)(.000043) (.0296)

n=88, R’ = .588.

Therefore,671= 150(.000379) + .0289 = .0858, which means thatdahtional 150 square foot
bedroom increases the predicted price by about.8.6%

(i) B,= 6 —15084,, and so
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log(price) B,+ psarft + (6, — 1504, )bdrms +u

B,+ B, (sarft — 150bdrms) + & bdrms + u.
(iif) From part (ii), we run the regression
log(price) on (sgrft — 150bdrms) andbdrms,

and obtain the standard errorlmirms. We already know that§1= .0858; now we also get

se(él) =.0268. The 95% confidence interval reportedryysoftware package is .0326 to .1390
(or about 3.3% to 13.9%).

4.15 TheR-squared from the regressibwght oncigs, parity, andfaminc, using all 1,388
observations, is about .0348. This means thateifmistakenly use this in place of .0364, which
is theR-squared using the same 1,191 observations awilalhe unrestricted regression, we
would obtainF = [(.0387-.0348)/(1- .0387)](1,185/2)= 2.40, which yieldp-value= .091 in
anF distribution with 2 and 1,1188. This is significant at the 10% level, but iingorrect.

The correcF statistic was computed as 1.42 in Example 4.9 pritalue = .242.

4.16 (i) If we droprbisyr the estimated equation becomes

log(salary) =11.02 +.067Fears + .0158gamesyr

(0.27) (.0121) (.0016)
+.0014bavg +.035%runsyr
(.0011) (.0072)

n =353, R’ = .625.

Now hrunsyr is very statistically significant §tatistic= 4.99), and its coefficient has increased
by about two and one-half times.

(i) The equation withrunsyr, fldperc, andsbasesyr added is

log @aalary) =10.41 +.070Q@ears + .0079gamesyr

(2.00) (.0120) (.0027)
+.00053bavg +.0232hrunsyr
(.00110) (.0086)

+.0174runsyr +.0010fldperc — .0064shasesyr
(.0051) (.0020) (.0052)

n = 353, R?=.6309.
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Of the three additional independent variables, oahgyr is statistically significantt(statistic =
.0174/.0051= 3.41). The estimate implies that one more runypar, other factors fixed,
increases predicted salary by about 1.74%, a suistancrease. The stolen bases variable even
has the “wrong” sign with astatistic of about —1.23, whifldperc has & statistic of only .5.

Most major league baseball players are pretty di@bders; in fact, the smallefiiperc is 800
(which means .800). With relatively little variai infldperc, it is perhaps not surprising that its
effect is hard to estimate.

(iif) From theirt statisticspavg, fldperc, andsbasesyr are individually insignificant. ThE
statistic for their joint significance (with 3 aRd5df) is about .69 witlp-value = .56.
Therefore, these variables are jointly very indigant.

4.17 (i) In the model
log(wage) = S, + feduc + B, exper + S tenure +u
the null hypothesis of interest isHS, = £;.

(i) Let €, = B, — B;. Then we can estimate the equation

log(wage) = S, + Beduc + G,exper + [, (exper +tenure) +u

to obtain the 95% CI fo#,. This turns out to be about .0020.96(.0047), or about -.0072 to
.0112. Because zero is in this @, is not statistically different from zero at the %8%el, and
we fail to reject . B, = S, at the 5% level.

4.18 (i) The minimum value is 0, the maximum is 99, &mel average is about 56.16.

(i) Whenphsrank is added to (4.26), we get the following:

Iog@Nage): 1.459 - .0093jc + .075%o0tcoll + .004%xper + .00030phsrank
(0.024) (.0070) (.0026) (.0002) (.00024)

n=6,763, R =.223

Sophsrank has & statistic equal to only 1.25; it is not statiskigaignificant. If we increase
phsrank by 10, log{vage) is predicted to increase by (.0003)10 = .003is Thplies a .3%
increase irwage, which seems a modest increase given a 10 pegeeptant increase in
phsrank. (However, the sample standard deviatiophsfank is about 24.)

(iif) Adding phsrank makes the statistic orjc even smaller in absolute value, about 1.33, but
the coefficient magnitude is similar to (4.26). eféfore, the base point remains unchanged: the
return to a junior college is estimated to be sohevgmaller, but the difference is not
significant and standard significant levels.

29



(iv) The variabled is just a worker identification number, which sttbbe randomly
assigned (at least roughly). Therefadeshould not be correlated with any variable in the
regression equation. It should be insignificanewladded to (4.17) or (4.26). In fact,tits
statistic is about .54.

4.19 (i) There are 2,017 single people in the sampl& 275.

(ii) The estimated equation is

nettfa = —43.04 + .799nc + .843age
(4.08)  (.060) (.092)

n=2,017,R = .1109.

The coefficient onnc indicates that one more dollar in income (holdagg fixed) is reflected in
about 80 more cents in predictesitfa; no surprise there. The coefficient age means that,
holding income fixed, if a person gets another y#der, his/henettfa is predicted to increase
by about $843. (Remembekttfa is in thousands of dollars.) Again, this is natmsising.

(iif) The intercept is not very interesting, agives the predictedettfa for inc = 0 andage =
0. Clearly, there is no one with even close ta¢healues in the relevant population.

(iv) Thet statistic is (.843 1)/.092= -1.71. Against the one-sided alternative B < 1,
the p-value is about .044. Therefore, we can téjgcs, = 1 at the 5% significance level
(against the one-sided alternative).

(v) The slope coefficient amc in the simple regression is about .821, whichoisvery
different from the .799 obtained in part (ii). Agurns out, the correlation betwerw andage
in the sample of single people is only about .@@%ch helps explain why the simple and
multiple regression estimates are not very differegfer back to page 79 of the text.
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