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Chapter 4
Measures of distance between samples: Euclidean

We will be talking a lot about distances in thi:ko The concept of distance between two
samples or between two variables is fundamentauhivariate analysis — almost
everything we do has a relation with this measufeve talk about a single variable we
take this concept for granted. If one sample hald af 6.1 and another a pH of 7.5, the
distance between them is 1.4: but we would uswallythis the absolute difference. But on
the pH line, the values 6.1 and 7.5 are at a distapart of 1.4 units, and this is how we
want to start thinking about data: points on a,lp@nts in a plane, ... even points in a ten-
dimensional space! So, given samples with notreeasurement on them but several, how
do we define distance between them. There areltétude of answers to this question, and
we devote three chapters to this topic. In thegmechapter we consider what are called
Euclideandistances, which coincide with our most basic pdglsidea of distance, but
generalized to multidimensional points.
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Pythagoras’ theorem

The photo shows Michael in July 2008 in the towrrgthagorion, Samos island, Greece,
paying homage to the one who is reputed to haveerabdost all the content of this book
possibleTTY®AI OPAZ O ZAMIOZ, Pythagoras the Samian. The illustrative geometri
proof of Pythagoras’ theorem stands carved on ttdbim base of the statue — it is this
theorem that is at the heart of most of the muliata analysis presented in this book, and
particularly the graphical approach to data analifsat we are strongly promoting. When
you see the word “square” mentioned in a statikted (for example, chi square or least
squares), you can be almost sure that the corrdspptheory has some relation to this
theorem. We first show the theorem in its simpést most familiar two-dimensional
form, before showing how easy it is to generalize multidimensional space. In a right-
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angled triangle, the square on the hypotenusesitieedenoted by A in Exhibit 4.1) is equal
to the sum of the squares on the other two sides(BC); that is, A= B? + C.

Exhibit 4.1 Pythagoras’ theorem in the familiar right-angladrgle, and the
monument to this triangle in the port of Pythagonri8amos island, Greece,
with Pythagoras himself forming one of the sides.

A2 = B2 + C2

Euclidean distance

The immediate consequence of this is that the sguangth of a vector=[x; X2 ] is the
sum of the squares of its coordinates (see triaD§la in Exhibit 4.2, or triangle OPB —
|OPf denotes the squared lengthxpthat is the distance between point O and P)tlaad

Exhibit 4.2 Pythagoras’ theorem applied to distances in twoedisional

space.
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squared distance between two vectors[ x; X2 ] andy =[y; Y. ] is the sum of squared
differences in their coordinates (see triangle AQBxhibit 4.2; |PJ|denotes the squared
distance between points P and Q). To denoteisit@nde between vectaxsandy we can

use the notatiorujny so that this last result can be written as:

df’y = (e —Y1)* + (2 = ¥2)° (4.1)

that is, the distance itself is the square root

dx,y = \/(Xl - yl)2 + (Xz - Y2)2 (4.2)

What we called the squared lengthxpthe distance between points P and O in ExhiBit 4.
is the distance between the veoter [ x; %, ] and the zero vect@=[0 0 ] with
coordinates all zero:

deo =% +x5 (4.3)

which we could just denote lay. The zero vector is called tloeigin of the space.

Exhibit 4.3 Pythagoras’ theorem extended into three dimensgpade
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We move immediately to a three-dimensional priat[ x; X2 X3 ], shown in Exhibit 4.3.
This figure has to be imagined in a room whereattgin O is at the corner — to reinforce
this idea ‘floor tiles’ have been drawn on the glari axes 1 and 2, which is the ‘floor’ of
the room. The three coordinates are at points &n@C along the axes, and the angles
AOB, AOC and COB are all 9@as well as the angle OSP at S, where the poidepidting
vectorx) is projected onto the ‘floor’. Using Pythagor#isorem twice we have:

|OPf = |OS] + |PH (because of right-angle at S)

|OSf = |OAF + [ASf  (because of right-angle at A)
and so
|OPf = |OAF + |ASF + |PS]

that is, the squared length of x is the sum dfhitse squared coordinates and so

—_ 2 2 2
d, =X X X

It is also clear that placing a point Q in Exh#bi8 to depict another vectgrand going
through the motions to calculate the distance betwendy will lead to

dx,y :X/(X1_Y1)2 +(X2 _YZ)Z +(X3 _Y3)2 (4.4)

Furthermore, we can carry on like this into 4 orendimensions, in generdkdimensions,
wherel is the number of variables. Although we cannaindthe geometry any more, we
can express the distance between dvdimensional vectors andy as:

J
dx,y = Z(Xj _yj)2 (4.5)
\ =1

This well-known distance measure, which generalmesotion of physical distance in
two- or three-dimensional space to multidimensiapece, is called tHeuclidean distance
(but often referred to as the ‘Pythagorean distaasevell).

Standardized Euclidean distance

Let us consider measuring the distances betweeBM®samples in Exhibit 1.1, using just
the three continuous variables pollution, depth temcperature. What would happen if we
applied formula (4.4) to measure distance betwkenast two samples29 ands30, for
example? Here is the calculation:

Oepoeao =/ (60-19)2 + 61-99)% + (30~ 29)% =-/1681+ 2304+ 001 = /232082
= 48.17
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The contribution of the second variable depth ts tlalculation is huge — one could say
that the distance is practically just the absotlitierence in the depth values (equal to
[51-99| = 48) with only tiny additional contributi® from pollution and temperature. This
is the problem of standardization discussed in @&re— the three variables are on
completely different scales of measurement andittger depth values have larger inter-
sample differences, so they will dominate in thiewation of Euclidean distances.

Some form of standardization is necessary to balant the contributions, and the
conventional way to do this is to transform theialsles so they all have the same variance
of 1. At the same time we centre the variableébet means — this centring is not
necessary for calculating distance, but it makessdriables all have mean zero and thus
easier to compare. The transformation commonhgdatandardizatioris thus as follows:

standardized value = (original value — mean) /diach deviation (4.5)
The means and standard deviations of the threablas are:

mean 4517 74.433 3.057
s.d. 2.141 15.615 0.281

leading to the table of standardized values gineBxhibit 4.4. These values are now on

Exhibit 4.4 Standardized values of the three continuous vasabi Exhibit 1.1
SITE ENVIRONMENTAL VARIABLES

NO. Pollution Depth  Temperature
sl 0.132 -0.156 1.576
s2 -0.802 0.036 -1.979
s3 0.413 -0.988 -1.268
s4 1.720 -0.668 -0.557
s5 -0.288 -0.860 0.154
s6 -0.895 1.253 1.576
s7 0.039 -1.373 -0.557
s8 0.272 -0.860 0.865
s9 -0.288 -0.412 1.221

s10 2.561 -0.348 -0.201

s11 0.926 -1.116 0.865

s12 -0.335 0.613 0.154

s13 2.281 -1.373 -0.201

sl4 0.086 0.549 -1.979

s15 1.020 1.637 -0.913

s16 -0.802 0.613 -0.201

s17 0.880 1.381 0.154

s18 -0.054 -0.028 -0.913

s19 -0.662 0.292 1.932

s20 0.506 -0.092 -0.201

s21 -0.101 -0.988 1.221

s22 -1.222 -1.309 -0.913

s23 -0.989 1.317 -0.557

s24 -0.101 -0.668 -0.201

s25 -1.175 1.445 -0.201

s26 -0.942 0.228 1.221

s27 -1.129 0.677 -0.201

s28 -0.522 1.125 0.865

s29 0.693 -1.501 -0.201

s30 -1.222 1.573 -0.557
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comparable standardized scales, in units of stdmdariation units with respect to the
mean. For example, the value 0.693 would sign®@® standard deviations above the
mean, and —1.222 would signify 1.222 standard devia below the mean. The distance
calculation thus aggregates squared differencetamdard deviation units of each variable.
As an example, the distance between the last tws of Table is:

Jegocao = /[0.693~ (-1.222)]% +[-1501- 1.573 % +[-0.201~ (-557)]

= ./3.667+9.449+0.127 = /13.243=3.639

Pollution and temperature have higher contributitwa® before but depth still plays the
largest role in this particular example, even aftandardization. But this contribution is
justified now, since it does show the biggest stadided difference between the samples.
We call this thestandardized Euclidean distanaaeaning that it is the Euclidean distance
calculated on standardized data. It will be asslthat standardization refers to the form
defined by (4.5), unless specified otherwise.

We can repeat this calculation for all pairs of plas. Since the distance between sample
A and sample B will be the same as between sampledBample A, we can report these
distances in a triangular matrix — Exhibit 4.5 skqgvart of this distance matrix, which
contains a total of ¥30x29 = 435 distances.

Exhibit 4.5 Standardized Euclidean distances between the 3plegnbased on
the three continuous environmental variables, shgwart of the triangular
distance matrix.

s24 s25 sS26 s27 s28 s29

s2

s3

s4

s5

s6

s7

s25 | 2.727 2.299 3.095 3.602 2.496 1.810 - - - 2.371|

s26 | 1.195 3.209 3.084 3.324 1.658 1.086 - - - 1.880 1.886

s27 |2.333 1.918 2.507 3.170 1.788 1.884 - - - 1.692 0.770 1.503

s28 |1.604 3.059 3.145 3.204 2.122 0.813 - - - 2.128 1.291 1.052 1.307

s29 | 2.299 2.785 1.216 1.369 1.224 3.642 - - - 1.150 3.488 2.772 2.839 3.083
s30 |3.062 2.136 3.121 3.699 2.702 2.182 - - - 2,531 0.381 2.247 0.969 1.648%'
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Readers might ask how all this has helped themy-ashvert a data table with 90 numbers
to one that has 435, almost five times more? Wherdiistograms and scatterplots in
Exhibits 1.2 and 1.4 not enough to understand ttiese variables? This is a good
guestion, but we shall have to leave the answtradart 3 of the book, from Chapter 7
onwards, when we describe actual analyses of thissnce matrices. At this early stage
in the book, we can only ask readers to be patient to understand fully the concept of
distance which will be the main thread to all tinalgtical methods to come.

Weighted Euclidean distance

The standardized Euclidean distance betweenltdicmensional vectors can be written as:

(4.6)

wheres is the sample standard deviation of jtttle variable. Notice that we need not
subtract thg-th mean fronx; andy; because they will just cancel out in the diffeiagc
Now (4.6) can be rewritten in the following equisal way:

J
dx,y = \/Zslz(x] - yj)2

i1 5

\/ij(xj _yj)2 4.7)
j=1

wherew; = 1/s; is the inverse of thith variance. We think of; as aveightattached to

thej-th variable: in other words, we compute the usgalared differences between the
variables on their original scales, as we did & (imstandardized) Euclidean distance, but
then multiply these squared differences by theiresponding weights. Notice in this case
how the weight of a variable with high variancéoi, while the weight of a variable with
low variance is high, which is another way of thimkabout the compensatory effect
produced by standardization. The weights of theetlvariables in our example are (to 4
significant figures) 0.2181, 0.004101 and 12.6¢eesvely, showing how much the depth
variable is downweighted and the temperature viriapweighted: depth has over 3000
times the variance of temperature, so each squtifedence in (4.7) is downweighted
relatively by that much. We call (4.®Weighted Euclidean distance

Distances for count data

So far we have looked at the distances betweenlsarbpsed on continuous data, now we
consider distances on count data, for examplelibedance data for the five taxa labelled
a, b, c,d ande in Exhibit 1.1. First, notice that these fivaraables apparently do not
have the problem of different measurement scakgsik had for the continuous



4-8

environmental variables — all variables are couiiisere are, however, different average
frequencies of counts, and as we mentioned in @n&ptvariances of count variables can
be positively related to their means. The meaxsvaniances of these five variables are as
follows:

mean 13.47 8.73 8.40 10.90 2.97
variance  157.67 83.44 73.62 4444  15.69

Variablea with the highest mean also has the highest vagiamhilee with the lowest
mean has the lowest variance. Odlig out of line with the others, having smalleriaace
thanb andc but a higher mean. Because this variance—meatiareship is a natural
phenomenon for count variables, not one that isgagicular any given example, some
form of compensation of the variances needs toeb®pned, as before. It is not usual for
count data to be standardized in the style of n@easriance 1, as was the case for
continuous variables in (4.5). The most commonsagfybalancing the contributions are:

« apower transformation: usually square ot but also double square root
(i.e.,fourth roon™*) when the variance increases faster than the fftleiarsituation
is called ‘overdispersion’ in the literature);

* a‘shifted log’ transformation: because of the maasos in ecological count data, a
positive number, usually 1, has to be added taléta before log-transforming; that
is, log(1+);

» chi-square distance: this is a weighted Euclidestadce of the form (4.7) which
we discuss now.

The chi-square distance is special because ittieedteart of correspondence analysis,
extensively used in ecological research. The fiirstnise of this distance function is that it
is calculated on relative counts, and not on thgireal ones, and the second is that it
standardizes by the mean and not by the variance.

In our example, the count data are first conveirtealrelative counts by dividing out the
rows by their row totals so that each row contaghative proportions that add up to 1.
These sets of proportions are calpedfiles site profiles in this example — see Exhibit 4.6.
The extra row at the end of Exhibit 4.6 gives teedf proportions called treeverage

profile. These are the proportions calculated on thefsailumn totals, which are equal to
404, 262, 252, 327 and 89 respectively, with gratal 1334. Hence, 404/1334 = 0.303,
262/1334 = 0.196, etc. Chi-square distanceshare ¢alculated between the profiles, in a
weighted Euclidean fashion, using the inverse efaWerage proportions as weights.
Suppose; denotes thgth element of the average profile, that is thenalaunce proportion
of thej-th species in the whole data set. Thenctiiesquaré distance denoted byy,
between two sites with profiles=[x; X, ---x;]andy =[y1 y> ---y;]is defined as:

=17

Xx,y :\/Zé(xj _yj)2 (48)

! From the definition of this distance function ibwd have been better to call it the chi distanoefion,
because it is not squared, as in the chi-squatiststh But the ‘chi-square’ epithet persists lretliterature, so
when we talk of its square we say the ‘squaredsghbiare distance’.
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Exhibit 4.6 Profiles of the sites, obtained by dividing the soe¥ counts in
Exhibit 1.1 by their respective row totals. Thstleow is the average profile,
computed in the same way, as proportions of thensoltotals of the original
table of counts.

SITE SPECIES PROPORTIONS
NO. a b [ d e
sl 0.000 0.074 0.333 0519 0.074
s2 0.481 0.074 0.241 0.204 0.000
s3 0.000 0.370 0.333 0.296 0.000
s4 0.000 0.000 0.833 0.167 0.000
s5 0.342 0.132 0.079 0.263 0.184
s6 0.360 0.244 0.151 0.186 0.058
s7 0.321 0.214 0.000 0.393 0.071
s8 0.667 0.000 0.000 0.000 0.333
s9 0.315 0.130 0.185 0.259 0.111
s10 0.000 0.125 0.650 0.225 0.000
s11 0.000 0.276 0.276 0.207 0.241
s12 0.264 0.208 0.245 0.283 0.000
s13 0.000 0.000 0.760 0.000 0.240
sl4 0.591 0.000 0.000 0.409 0.000
s15 0.154 0.000 0.385 0.462 0.000
s16 0.592 0.282 0.000 0.042 0.085
s17 1.000 0.000 0.000 0.000 0.000
s18 0.236  0.169 0.371 0.225 0.000
s19 0.053 0.132 0.316 0421 0.079
s20 0.000 0.303 0.424 0.273  0.000
s21 0.444 0.000 0.000 0.222 0.333
s22 0.493 0.141 0.000 0.127 0.239
s23 0.146 0.171 0.024 0415 0.244
s24 0.316 0.211 0.351 0.123  0.000
s25 0.395 0.321 0.000 0.284 0.000
s26 0.492 0.323 0.000 0.154 0.031
s27 0.333 0.236 0.000 0.347 0.083
s28 0.302 0.057 0.226 0.377 0.038
s29 0.423 0.000 0.269 0.308 0.000
s30 0.282 0.435 0.059 0.212 0.012
ave. 0.303 0.196 0.189 0.245 0.067

Exhibit 4.7 shows part of the 880 triangular matrix of chi-square distances. QCagain,

this is a large matrix with more numbers (435) th@noriginal table of counts (150), and
we shall see the benefit of calculating these desta from Part 3 onwards. For the
moment, think of Exhibit 4.5 as a way of measusimgilarities and differences between

the 30 samples based on the (continuous) envirotainggia, while Exhibit 4.7 is the

similar idea but based on the count data. Butedtat the scale of distances in Exhibit
4.5 is not comparable to that of Exhibit 4.7, the ordering of the values does have some
meaning: for example, in Exhibit 4.5 the smalleahdardized Euclidean distance (amongst
those that we report there) is 0.381, between sB8sand s25. In Exhibit 4.7 these two
sites have one of the smallest chi-square distaa@sell. This means that these two sites
are relatively similar in their environmental vdnlies and also in their biological
compositions. This might be something interestind,we need to study all the pairwise
distances, and not just an isolated one, in oalset if there is any connection between the
biological abundances and the environmental vagfihis will come later).
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Exhibit 4.7 Chi-square distances between the 30 samples, basbé
biological count data, showing part of the triaragudistance matrix.

sl s2 s3 s4 s5 s6 - - - s24 sS25 s26 s27 s28 s29
s2
s3
s4
s5
s6
s7

s25 |1.312 0.817 1.057 2.185 0.858 0.495 - - -
s26 | 1.508 0.805 1.224 2.241 0.834 0.475 - - -
s27 ]1.100 0.837 1.078 2.136 0.520 0.489 - - -
s28 ]0.681 0.504 0.954 1.572 0.724 0.613 - - -
s29 ]0.951 0.296 1.145 1.535 0.905 0.708 - - - 1.021 0.897
s30 ]1.330 0.986 0.846 2.101 0.970 0.535 * - - 0.864 0.388 0.497 0.617 1.001 1.142

Distances for categorical data

In our introductory example we have only one catiegbvariable (sediment), so the
guestion of computing distance is fairly trividltwo samples have the same sediment then
their distance is 0, and if its different it is But what if there were several categorical
variables, sa of them? There are several possibilities, onh@ksimplest being to

simply extend the ‘matching’ idea and count how ynaratches and mismatches there are
between samples, with optional averaging over bégga For example, suppose that there
are five categorical variableS1 to C5, each with three categories, which we denote by
a/b/c and that there are two samples with the followghgracteristics:

sample 1 a C c b a
sample 2 b C b a a

Then the number of matches is 2 and the numbeisyhatches is 3, hence the distance
between the two samples is 3 divided by 5, the rerrabvariables, that is 0.6. This is
called thesimple matching coefficientSometimes this coefficient is expressed in tesms
similarity, not dissimilarity, in which case it winbibe equal to 0.4, the relative number of
matches — make sure you know which way it is beieftned. Here we stick to distances,
in other words dissimilarities or mismatches. N this coefficient is directly
proportional to the squared Euclidean distanceutatied between these data in dummy
variable form, where each category defines a zesvariable:
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sample 1 1 0 O O 0 1 o0 1 0O 1 O 1 00
sample 2 O 1 O O 0 1 01 O 1 0 O 1 00

The squared Euclidean distance sums the squarfededites between these two vectors: if
there is an agreement (there are two matchesdreample) there is zero sum of squared
differences, but if there is a discrepancy theestano differences, +1 and —1, which give a
sum of squares of 2. So the sum of squared difte®here is 6, and if this is expressed
relative to the maximum discrepancy that can bésaell, namely 10 when there are no
matches in the 5 variables, then this gives exalosdysame value 0.6 as before.

There are several variations on the theme of thtehimay coefficient, and one of them is

the chi-square distance for multivariate categbdesa, which introduces a weighting of
each category inverse to its mean value, as fdii@aata based on counts. Suppose that
there are] categories in total (in the above exampke 15) and that the total occurrences of

each category are denotedry ..., ny, with totaln = 2; n; (since the totals for each

variable equal the sample sireyill be the sample size times the number of vaesh

Then defineg; as follows:¢; = nj/n and use If as weights in a weighted Euclidean distance
between the samples coded in dummy variable forhe idea here is, as before, that the
rarity of a category should count more than indtstance than a frequent category. Just
like the chi-square distance function is at thethefacorrespondence analysis of abundance
data, so this form of the chi-square for multivegieategorical data is at the heart of
multiple correspondence analysis8Ve do not treat multiple correspondence analysis
specifically in this book, as it is more commorthe social sciences where almost all the
data are categorical, for example in questionnaisearch.

SUMMARY: Measures of distance between samples: Eucl idean

1. Pythagoras’ theorem extends to vectors in multidsienal space: the squared length
of a vector is the sum of squares of its coordmate

2. As aconsequence, squared distances between twayecmultidimensional space
are the sum of squared differences in their coatds This multidimensional
distance is called theuclidean distanceand is the natural generalization of our three-
dimensional notion of physical distance to moreeatisions.

3. When variables are on different measurement scsti@sdardization is necessary to
balance the contributions of the variables in thiagutation of distance. The
Euclidean distance computed on standardized vasablcalled thetandardized
Euclidean distance

4.  Standardization in the calculation of distancesggivalently thought of aseighting
the variables — this leads to the notion of Eueiddistances with any choice of
weights, calledveighted Euclidean distance

5. A particular weighted Euclidean distance applicableount data is thehi-square
distance which is calculated between the relative countefich sample, called
profiles and weights each variable by the inverse of Hreable’s overall mean count.



