
Lecture 12  
Linear Regression:  

Test and Confidence Intervals

Fall	  2013	  
Prof.	  Yao	  Xie,	  yao.xie@isye.gatech.edu	  

H.	  Milton	  Stewart	  School	  of	  Industrial	  Systems	  &	  Engineering	  
Georgia	  Tech

�1



Outline

• Properties	  of	  	  	  	  	  	  and	  	  	  	  	  	  as	  point	  estimators	  
• Hypothesis	  test	  on	  slope	  and	  intercept	  
• Confidence	  intervals	  of	  slope	  and	  intercept	  
• Real	  example:	  house	  prices	  and	  taxes	  
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Regression analysis

• Step	  1:	  graphical	  display	  of	  data	  —	  scatter	  plot:	  sales	  
vs.	  advertisement	  cost	  
!
!
!
!
!
!
!

• calculate	  correlation
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• Step	  2:	  find	  the	  relationship	  or	  association	  between	  
Sales	  and	  Advertisement	  Cost	  —	  Regression
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Simple linear regression
Based on the scatter diagram, it is probably reasonable to assume that the mean of the 
random variable Y is related to X by the following simple linear regression model:
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where the slope and intercept of the line are called regression coefficients. 

• The case of simple linear regression considers a single regressor or predictor x and a 
dependent or response variable Y. 



Regression coefficients
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Simplifying these two equations yields

(11-6)

Equations 11-6 are called the least squares normal equations. The solution to the normal
equations results in the least squares estimators and !̂1.!̂0
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The least squares estimates of the intercept and slope in the simple linear regression
model are

(11-7)
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The fitted or estimated regression line is therefore

(11-9)

Note that each pair of observations satisfies the relationship

where ei " yi % is called the residual. The residual describes the error in the fit of the
model to the ith observation yi. Later in this chapter we will use the residuals to provide
information about the adequacy of the fitted model.

Notationally, it is occasionally convenient to give special symbols to the numerator and
denominator of Equation 11-8. Given data (x1, y1), (x2, y2), p , (xn, yn), let
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Caveat:	  regression	  relationship	  are	  valid	  only	  for	  values	  of	  the	  regressor	  variable	  
within	  the	  range	  the	  original	  data.	  Be	  careful	  with	  extrapolation.



Estimation of variance
• Using	  the	  fitted	  model,	  we	  can	  estimate	  value	  of	  the	  
response	  variable	  for	  given	  predictor	  
!
!

• Residuals:	  
• Our	  model:	  	  Yi	  =	  β0	  +	  β1Xi	  +	  εi,	  i	  =1,…,n,	  Var(εi)	  =	  σ2	  	  
• Unbiased	  estimator	  (MSE:	  Mean	  Square	  Error)	  
!
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Punchline

• the	  coefficients	  	  
!
!

and	  both	  calculated	  from	  data,	  and	  they	  are	  subject	  to	  
error.	  
• if	  the	  true	  model	  is	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  ,	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  are	  
point	  estimators	  for	  the	  true	  coefficients	  	  
!

• we	  can	  talk	  about	  the	  ``accuracy’’	  of	  	  
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β̂1  and β̂0

y = β1x + β0
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β̂1  and β̂0



Assessing linear regression model

• Test	  hypothesis	  about	  true	  slope	  and	  intercept	  
!
!

• Construct	  confidence	  intervals	  
!
!

• Assume	  the	  errors	  are	  normally	  distributed
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ε i ~Ν 0, σ 2( )

β1 = ?, β0 = ?

β1 ∈ β̂1 − a, β̂1 + a⎡
⎣

⎤
⎦ β0 ∈ β̂0 − b, β̂0 + b⎡

⎣
⎤
⎦ with	  probability	   1−α
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Properties of Regression Estimators
slope parameter β1 intercept parameter β0

unbiased estimator unbiased estimator
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x ! 1.0, 1.5, 1.5, 1.5, 2.5, 4.0, 5.0, 5.0, 7.0, 8.0, 8.5, 9.0, 9.5,
9.5, 10.0, 12.0, 12.0, 13.0, 13.0, 14.5, 15.5, 15.5, 16.5,
17.0, 22.5, 29.0, 31.5

y ! 1.80, 1.85, 1.87, 1.77, 2.02, 2.27, 2.15, 2.26, 2.47, 2.19,
2.26, 2.40, 2.39, 2.41, 2.50, 2.32, 2.32, 2.43, 2.47, 2.56,
2.65, 2.47, 2.64, 2.56, 2.70, 2.72, 2.57

(a) Find the least squares estimates of the slope and the inter-
cept in the simple linear regression model. Find an esti-
mate of .

(b) Estimate the mean length of dugongs at age 11.
(c) Obtain the fitted values that correspond to each ob-

served value yi. Plot versus yi, and comment on what
this plot would look like if the linear relationship between
length and age were perfectly deterministic (no error).
Does this plot indicate that age is a reasonable choice of
regressor variable in this model?

11-16. Consider the regression model developed in Ex-
ercise 11-2.
(a) Suppose that temperature is measured in "C rather than "F.

Write the new regression model.
(b) What change in expected pavement deflection is associ-

ated with a 1"C change in surface temperature?
11-17. Consider the regression model developed in Exercise
11-6. Suppose that engine displacement is measured in cubic
centimeters instead of cubic inches.

ŷi

ŷi

#2

(a) Write the new regression model.
(b) What change in gasoline mileage is associated with a

1 cm3 change is engine displacement?
11-18. Show that in a simple linear regression model
the point ( ) lies exactly on the least squares regression line.x, y

( ) points. Use the two plots to intuitively
explain how the two models, Y ! $0 % $1x % & and

, are related.
(b) Find the least squares estimates of and in the model

. How do they relate to the least
squares estimates and ?

11-20. Suppose we wish to fit a regression model for which
the true regression line passes through the point (0, 0). The ap-
propriate model is Y ! $x % &. Assume that we have n pairs
of data (x1, y1), (x2, y2), p , (xn, yn). 
(a) Find the least squares estimate of $.
(b) Fit the model Y ! $x % & to the chloride concentration-

roadway area data in Exercise 11-10. Plot the fitted
model on a scatter diagram of the data and comment on
the appropriateness of the model.

$̂1$̂0

Y ! $*0 % $*1z % &
$*1$*0

Y ! $*0 % $*1z % &

zi ! xi ' x, yi

11-3 PROPERTIES OF THE LEAST SQUARES ESTIMATORS

The statistical properties of the least squares estimators and may be easily described.
Recall that we have assumed that the error term & in the model Y ! $0 % $1x % & is a random
variable with mean zero and variance #2. Since the values of x are fixed, Y is a random vari-
able with mean ! $0 % $1x and variance #2. Therefore, the values of and depend
on the observed y’s; thus, the least squares estimators of the regression coefficients may be
viewed as random variables. We will investigate the bias and variance properties of the least
squares estimators and .

Consider first . Because is a linear combination of the observations Yi, we can use
properties of expectation to show that the expected value of is

(11-15)

Thus, is an unbiased estimator of the true slope $1.
Now consider the variance of . Since we have assumed that V(&i) ! #2, it follows that

V(Yi) ! #2. Because is a linear combination of the observations Yi, the results in
Section 5-5 can be applied to show that

(11-16)V1$̂12 !
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11-19. Consider the simple linear regression model Y ! $0 %
$1x % &. Suppose that the analyst wants to use z ! x ' as
the regressor variable.
(a) Using the data in Exercise 11-11, construct one scatter

plot of the ( ) points and then another of thexi, yi

x
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For the intercept, we can show in a similar manner that

(11-17)

Thus, is an unbiased estimator of the intercept !0. The covariance of the random vari-
ables and is not zero. It can be shown (see Exercise 11-98) that cov( ) "
#$2 .

The estimate of $2 could be used in Equations 11-16 and 11-17 to provide estimates of
the variance of the slope and the intercept. We call the square roots of the resulting variance
estimators the estimated standard errors of the slope and intercept, respectively.

x%Sxx
!̂0, !̂1!̂1!̂0

!̂0

E1!̂02 " !0 and V1!̂02 " $2 c 1n &
x2

Sxx
d

In simple linear regression the estimated standard error of the slope and the 
estimated standard error of the intercept are 

respectively, where is computed from Equation 11-13.$̂2

se1!̂12 " B $̂2

Sxx
  and  se1!̂02 " B$̂2 c 1n &

x2

Sxx
d

Estimated
Standard 

Errors

The Minitab computer output in Table 11-2 reports the estimated standard errors of the slope
and intercept under the column heading “SE coeff.”

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION

An important part of assessing the adequacy of a linear regression model is testing statistical
hypotheses about the model parameters and constructing certain confidence intervals. Hypothesis
testing in simple linear regression is discussed in this section, and Section 11-5 presents methods
for constructing confidence intervals. To test hypotheses about the slope and intercept of the re-
gression model, we must make the additional assumption that the error component in the
model, ', is normally distributed. Thus, the complete assumptions are that the errors are normally
and independently distributed with mean zero and variance $2, abbreviated NID(0, $2).

11-4.1 Use of t-Tests

Suppose we wish to test the hypothesis that the slope equals a constant, say, !1,0. The appro-
priate hypotheses are

(11-18)

where we have assumed a two-sided alternative. Since the errors 'i are NID(0, $2), it follows
directly that the observations Yi are NID(!0 & !1xi, $2). Now is a linear combination of !̂1

H1: !1 ( !1,0

H0: !1 " !1,0
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explain how the two models, Y ! $0 % $1x % & and

, are related.
(b) Find the least squares estimates of and in the model

. How do they relate to the least
squares estimates and ?

11-20. Suppose we wish to fit a regression model for which
the true regression line passes through the point (0, 0). The ap-
propriate model is Y ! $x % &. Assume that we have n pairs
of data (x1, y1), (x2, y2), p , (xn, yn). 
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(b) Fit the model Y ! $x % & to the chloride concentration-
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11-3 PROPERTIES OF THE LEAST SQUARES ESTIMATORS

The statistical properties of the least squares estimators and may be easily described.
Recall that we have assumed that the error term & in the model Y ! $0 % $1x % & is a random
variable with mean zero and variance #2. Since the values of x are fixed, Y is a random vari-
able with mean ! $0 % $1x and variance #2. Therefore, the values of and depend
on the observed y’s; thus, the least squares estimators of the regression coefficients may be
viewed as random variables. We will investigate the bias and variance properties of the least
squares estimators and .

Consider first . Because is a linear combination of the observations Yi, we can use
properties of expectation to show that the expected value of is

(11-15)

Thus, is an unbiased estimator of the true slope $1.
Now consider the variance of . Since we have assumed that V(&i) ! #2, it follows that

V(Yi) ! #2. Because is a linear combination of the observations Yi, the results in
Section 5-5 can be applied to show that
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the regressor variable.
(a) Using the data in Exercise 11-11, construct one scatter

plot of the ( ) points and then another of thexi, yi
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Simplifying these two equations yields
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The fitted or estimated regression line is therefore

(11-9)

Note that each pair of observations satisfies the relationship

where ei " yi % is called the residual. The residual describes the error in the fit of the
model to the ith observation yi. Later in this chapter we will use the residuals to provide
information about the adequacy of the fitted model.

Notationally, it is occasionally convenient to give special symbols to the numerator and
denominator of Equation 11-8. Given data (x1, y1), (x2, y2), p , (xn, yn), let
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Standard errors of coefficients
• We	  can	  replace	  	  	  	  	  	  	  with	  its	  estimator	  	  	  	  	  	  	  …	  
!
!
!
!
!

• Using	  results	  from	  previous	  page,	  estimate	  the	  
standard	  error	  of	  coefficients	  	  

�11
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For the intercept, we can show in a similar manner that

(11-17)

Thus, is an unbiased estimator of the intercept !0. The covariance of the random vari-
ables and is not zero. It can be shown (see Exercise 11-98) that cov( ) "
#$2 .

The estimate of $2 could be used in Equations 11-16 and 11-17 to provide estimates of
the variance of the slope and the intercept. We call the square roots of the resulting variance
estimators the estimated standard errors of the slope and intercept, respectively.
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The Minitab computer output in Table 11-2 reports the estimated standard errors of the slope
and intercept under the column heading “SE coeff.”

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION

An important part of assessing the adequacy of a linear regression model is testing statistical
hypotheses about the model parameters and constructing certain confidence intervals. Hypothesis
testing in simple linear regression is discussed in this section, and Section 11-5 presents methods
for constructing confidence intervals. To test hypotheses about the slope and intercept of the re-
gression model, we must make the additional assumption that the error component in the
model, ', is normally distributed. Thus, the complete assumptions are that the errors are normally
and independently distributed with mean zero and variance $2, abbreviated NID(0, $2).

11-4.1 Use of t-Tests

Suppose we wish to test the hypothesis that the slope equals a constant, say, !1,0. The appro-
priate hypotheses are

(11-18)

where we have assumed a two-sided alternative. Since the errors 'i are NID(0, $2), it follows
directly that the observations Yi are NID(!0 & !1xi, $2). Now is a linear combination of !̂1

H1: !1 ( !1,0

H0: !1 " !1,0
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Hypothesis test in simple linear regression

• we	  wish	  to	  test	  the	  hypothesis	  whether	  the	  slope	  equals	  
a	  constant	  
!
!
!

• e.g.	  relate	  ads	  to	  sales,	  we	  are	  interested	  in	  study	  
whether	  or	  not	  increase	  a	  $	  on	  ads	  will	  increase	  $	  	  	  	  	  	  	  	  in	  
sales?	  

• sale	  =	  	  	  	  	  	  	  	  ads	  +	  constant?	  	  	  	  	  	  	  
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For the intercept, we can show in a similar manner that

(11-17)

Thus, is an unbiased estimator of the intercept !0. The covariance of the random vari-
ables and is not zero. It can be shown (see Exercise 11-98) that cov( ) "
#$2 .

The estimate of $2 could be used in Equations 11-16 and 11-17 to provide estimates of
the variance of the slope and the intercept. We call the square roots of the resulting variance
estimators the estimated standard errors of the slope and intercept, respectively.

x%Sxx
!̂0, !̂1!̂1!̂0

!̂0

E1!̂02 " !0 and V1!̂02 " $2 c 1n &
x2

Sxx
d

In simple linear regression the estimated standard error of the slope and the 
estimated standard error of the intercept are 

respectively, where is computed from Equation 11-13.$̂2

se1!̂12 " B $̂2

Sxx
  and  se1!̂02 " B$̂2 c 1n &

x2

Sxx
d

Estimated
Standard 

Errors

The Minitab computer output in Table 11-2 reports the estimated standard errors of the slope
and intercept under the column heading “SE coeff.”

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION

An important part of assessing the adequacy of a linear regression model is testing statistical
hypotheses about the model parameters and constructing certain confidence intervals. Hypothesis
testing in simple linear regression is discussed in this section, and Section 11-5 presents methods
for constructing confidence intervals. To test hypotheses about the slope and intercept of the re-
gression model, we must make the additional assumption that the error component in the
model, ', is normally distributed. Thus, the complete assumptions are that the errors are normally
and independently distributed with mean zero and variance $2, abbreviated NID(0, $2).

11-4.1 Use of t-Tests

Suppose we wish to test the hypothesis that the slope equals a constant, say, !1,0. The appro-
priate hypotheses are

(11-18)

where we have assumed a two-sided alternative. Since the errors 'i are NID(0, $2), it follows
directly that the observations Yi are NID(!0 & !1xi, $2). Now is a linear combination of !̂1

H1: !1 ( !1,0

H0: !1 " !1,0

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 415

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION 415

For the intercept, we can show in a similar manner that

(11-17)

Thus, is an unbiased estimator of the intercept !0. The covariance of the random vari-
ables and is not zero. It can be shown (see Exercise 11-98) that cov( ) "
#$2 .

The estimate of $2 could be used in Equations 11-16 and 11-17 to provide estimates of
the variance of the slope and the intercept. We call the square roots of the resulting variance
estimators the estimated standard errors of the slope and intercept, respectively.

x%Sxx
!̂0, !̂1!̂1!̂0

!̂0

E1!̂02 " !0 and V1!̂02 " $2 c 1n &
x2

Sxx
d

In simple linear regression the estimated standard error of the slope and the 
estimated standard error of the intercept are 

respectively, where is computed from Equation 11-13.$̂2

se1!̂12 " B $̂2

Sxx
  and  se1!̂02 " B$̂2 c 1n &

x2

Sxx
d

Estimated
Standard 

Errors

The Minitab computer output in Table 11-2 reports the estimated standard errors of the slope
and intercept under the column heading “SE coeff.”

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION

An important part of assessing the adequacy of a linear regression model is testing statistical
hypotheses about the model parameters and constructing certain confidence intervals. Hypothesis
testing in simple linear regression is discussed in this section, and Section 11-5 presents methods
for constructing confidence intervals. To test hypotheses about the slope and intercept of the re-
gression model, we must make the additional assumption that the error component in the
model, ', is normally distributed. Thus, the complete assumptions are that the errors are normally
and independently distributed with mean zero and variance $2, abbreviated NID(0, $2).

11-4.1 Use of t-Tests

Suppose we wish to test the hypothesis that the slope equals a constant, say, !1,0. The appro-
priate hypotheses are

(11-18)

where we have assumed a two-sided alternative. Since the errors 'i are NID(0, $2), it follows
directly that the observations Yi are NID(!0 & !1xi, $2). Now is a linear combination of !̂1

H1: !1 ( !1,0

H0: !1 " !1,0

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 415

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION 415

For the intercept, we can show in a similar manner that

(11-17)

Thus, is an unbiased estimator of the intercept !0. The covariance of the random vari-
ables and is not zero. It can be shown (see Exercise 11-98) that cov( ) "
#$2 .

The estimate of $2 could be used in Equations 11-16 and 11-17 to provide estimates of
the variance of the slope and the intercept. We call the square roots of the resulting variance
estimators the estimated standard errors of the slope and intercept, respectively.

x%Sxx
!̂0, !̂1!̂1!̂0

!̂0

E1!̂02 " !0 and V1!̂02 " $2 c 1n &
x2

Sxx
d

In simple linear regression the estimated standard error of the slope and the 
estimated standard error of the intercept are 

respectively, where is computed from Equation 11-13.$̂2

se1!̂12 " B $̂2

Sxx
  and  se1!̂02 " B$̂2 c 1n &

x2

Sxx
d

Estimated
Standard 

Errors

The Minitab computer output in Table 11-2 reports the estimated standard errors of the slope
and intercept under the column heading “SE coeff.”

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION

An important part of assessing the adequacy of a linear regression model is testing statistical
hypotheses about the model parameters and constructing certain confidence intervals. Hypothesis
testing in simple linear regression is discussed in this section, and Section 11-5 presents methods
for constructing confidence intervals. To test hypotheses about the slope and intercept of the re-
gression model, we must make the additional assumption that the error component in the
model, ', is normally distributed. Thus, the complete assumptions are that the errors are normally
and independently distributed with mean zero and variance $2, abbreviated NID(0, $2).

11-4.1 Use of t-Tests

Suppose we wish to test the hypothesis that the slope equals a constant, say, !1,0. The appro-
priate hypotheses are

(11-18)

where we have assumed a two-sided alternative. Since the errors 'i are NID(0, $2), it follows
directly that the observations Yi are NID(!0 & !1xi, $2). Now is a linear combination of !̂1

H1: !1 ( !1,0

H0: !1 " !1,0

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 415

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION 415

For the intercept, we can show in a similar manner that

(11-17)

Thus, is an unbiased estimator of the intercept !0. The covariance of the random vari-
ables and is not zero. It can be shown (see Exercise 11-98) that cov( ) "
#$2 .

The estimate of $2 could be used in Equations 11-16 and 11-17 to provide estimates of
the variance of the slope and the intercept. We call the square roots of the resulting variance
estimators the estimated standard errors of the slope and intercept, respectively.

x%Sxx
!̂0, !̂1!̂1!̂0

!̂0

E1!̂02 " !0 and V1!̂02 " $2 c 1n &
x2

Sxx
d

In simple linear regression the estimated standard error of the slope and the 
estimated standard error of the intercept are 

respectively, where is computed from Equation 11-13.$̂2

se1!̂12 " B $̂2

Sxx
  and  se1!̂02 " B$̂2 c 1n &

x2

Sxx
d

Estimated
Standard 

Errors

The Minitab computer output in Table 11-2 reports the estimated standard errors of the slope
and intercept under the column heading “SE coeff.”

11-4 HYPOTHESIS TESTS IN SIMPLE LINEAR REGRESSION

An important part of assessing the adequacy of a linear regression model is testing statistical
hypotheses about the model parameters and constructing certain confidence intervals. Hypothesis
testing in simple linear regression is discussed in this section, and Section 11-5 presents methods
for constructing confidence intervals. To test hypotheses about the slope and intercept of the re-
gression model, we must make the additional assumption that the error component in the
model, ', is normally distributed. Thus, the complete assumptions are that the errors are normally
and independently distributed with mean zero and variance $2, abbreviated NID(0, $2).

11-4.1 Use of t-Tests

Suppose we wish to test the hypothesis that the slope equals a constant, say, !1,0. The appro-
priate hypotheses are

(11-18)

where we have assumed a two-sided alternative. Since the errors 'i are NID(0, $2), it follows
directly that the observations Yi are NID(!0 & !1xi, $2). Now is a linear combination of !̂1

H1: !1 ( !1,0

H0: !1 " !1,0

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 415



A related and important question…
• whether	  or	  not	  the	  slope	  is	  
zero?	  
!
!

• if	  β1	  =	  0,	  that	  means	  Y	  does	  not	  
depend	  on	  X,	  i.e.,	  	  

• Y	  and	  X	  are	  independent	  	  
• In	  the	  advertisement	  example,	  
does	  ads	  increase	  sales?	  or	  no	  
effect?
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independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y

H1: !1 % 0
H0: !1 $ 0

0 t0 0 & t'(2,n#2

T0 $
!̂0 # !0,0B"̂2 c 1n )

x2

Sxx
d $

!̂0 # !0,0

se1!̂02
H1: !0 % !0,0

H0: !0 $ !0,0

T0 $
!̂1 # !1,0

se1!̂12

0 t0 0 & t'(2,n#2

T0 $
!̂1 # !1,02"̂2(Sxx

"̂2!̂1

1n # 22"̂2("2

Test Statistic

Test Statistic

relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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Figure 11-5 The
hypothesis H0: !1 " 0
is not rejected.

Figure 11-6 The
hypothesis H0: !1 " 0
is rejected.
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EXAMPLE 11-2 Oxygen Purity Tests of Coefficients 
We will test for significance of regression using the model for
the oxygen purity data from Example 11-1. The hypotheses are

and we will use # " 0.01. From Example 11-1 and Table 11-2
we have

so the t-statistic in Equation 10-20 becomes

t0 "
!̂12$̂2%Sxx

"
!̂1

se1!̂12 "
14.94721.18%0.68088

" 11.35

!̂1 " 14.947 n " 20, Sxx " 0.68088, $̂2 " 1.18

H1: !1 & 0
H0: !1 " 0

Practical Interpretation: Since the reference value of t is
t0.005,18 " 2.88, the value of the test statistic is very far into the
critical region, implying that H0: !1 " 0 should be rejected.
There is strong evidence to support this claim. The P-value for
this test is . This was obtained manually
with a calculator.

Table 11-2 presents the Minitab output for this problem.
Notice that the t-statistic value for the slope is computed as
11.35 and that the reported P-value is P " 0.000. Minitab also
reports the t-statistic for testing the hypothesis H0: !0 " 0.
This statistic is computed from Equation 11-22, with !0,0 " 0,
as t0 " 46.62. Clearly, then, the hypothesis that the intercept is
zero is rejected.

P ! 1.23 ' 10(9

11-4.2 Analysis of Variance Approach to Test Significance of Regression

A method called the analysis of variance can be used to test for significance of regression.
The procedure partitions the total variability in the response variable into meaningful compo-
nents as the basis for the test. The analysis of variance identity is as follows:

(11-24)a
n

i"1
1 yi ( y 22 " a

n

i"1
1 ŷi ( y 22 ) a

n

i"1
1 yi ( ŷi22Analysis of

Variance
Identity
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Use t-test for slope
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Under	  H0

,0

β̂1 ~Ν β1,0 , σ 2 / Sxx( )

• Under	  H0	  ,	  test	  
statistic	  

!
!
	  	  	  	  
!
~	  t	  distribution	  with	  
n-‐2	  degree	  of	  freedom	  
!
• Reject	  H0	  if	  
!
!
(two-‐sided	  test)
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independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic
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where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)
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and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y
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H0: !1 $ 0

0 t0 0 & t'(2,n#2
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Test Statistic

relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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Example: oxygen purity tests of coefficients

• Consider	  the	  test	  
!
!
!
!

• Calculate	  the	  test	  
statistic	  
!
!

• Threshold	  
• Reject	  H0	  since �16
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As an illustration, consider the data in Table 11-1. In this table y is the purity of oxygen
produced in a chemical distillation process, and x is the percentage of hydrocarbons that are
present in the main condenser of the distillation unit. Figure 11-1 presents a scatter diagram
of the data in Table 11-1. This is just a graph on which each (xi, yi) pair is represented as a point
plotted in a two-dimensional coordinate system. This scatter diagram was produced by
Minitab, and we selected an option that shows dot diagrams of the x and y variables along the
top and right margins of the graph, respectively, making it easy to see the distributions of the
individual variables (box plots or histograms could also be selected). Inspection of this scatter
diagram indicates that, although no simple curve will pass exactly through all the points, there
is a strong indication that the points lie scattered randomly around a straight line. Therefore, it
is probably reasonable to assume that the mean of the random variable Y is related to x by the
following straight-line relationship:

where the slope and intercept of the line are called regression coefficients. While the mean of
Y is a linear function of x, the actual observed value y does not fall exactly on a straight line.
The appropriate way to generalize this to a probabilistic linear model is to assume that the
expected value of Y is a linear function of x, but that for a fixed value of x the actual value of Y
is determined by the mean value function (the linear model) plus a random error term, say,

(11-1)Y ! "0 # "1x # $

E1Y 0  x2 ! %Y 
 0  x ! "0 # "1x

Table 11-1 Oxygen and Hydrocarbon Levels

Observation Hydrocarbon Level Purity
Number x (%) y (%)

1 0.99 90.01
2 1.02 89.05
3 1.15 91.43
4 1.29 93.74
5 1.46 96.73
6 1.36 94.45
7 0.87 87.59
8 1.23 91.77
9 1.55 99.42

10 1.40 93.65
11 1.19 93.54
12 1.15 92.52
13 0.98 90.56
14 1.01 89.54
15 1.11 89.85
16 1.20 90.39
17 1.26 93.25
18 1.32 93.41
19 1.43 94.98
20 0.95 87.33 Figure 11-1 Scatter diagram of oxygen purity versus hydrocarbon

level from Table 11-1.
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Figure 11-5 The
hypothesis H0: !1 " 0
is not rejected.

Figure 11-6 The
hypothesis H0: !1 " 0
is rejected.

x

y

(a)
x

y

(b)

EXAMPLE 11-2 Oxygen Purity Tests of Coefficients 
We will test for significance of regression using the model for
the oxygen purity data from Example 11-1. The hypotheses are

and we will use # " 0.01. From Example 11-1 and Table 11-2
we have

so the t-statistic in Equation 10-20 becomes

t0 "
!̂12$̂2%Sxx

"
!̂1

se1!̂12 "
14.94721.18%0.68088

" 11.35

!̂1 " 14.947 n " 20, Sxx " 0.68088, $̂2 " 1.18

H1: !1 & 0
H0: !1 " 0

Practical Interpretation: Since the reference value of t is
t0.005,18 " 2.88, the value of the test statistic is very far into the
critical region, implying that H0: !1 " 0 should be rejected.
There is strong evidence to support this claim. The P-value for
this test is . This was obtained manually
with a calculator.

Table 11-2 presents the Minitab output for this problem.
Notice that the t-statistic value for the slope is computed as
11.35 and that the reported P-value is P " 0.000. Minitab also
reports the t-statistic for testing the hypothesis H0: !0 " 0.
This statistic is computed from Equation 11-22, with !0,0 " 0,
as t0 " 46.62. Clearly, then, the hypothesis that the intercept is
zero is rejected.

P ! 1.23 ' 10(9

11-4.2 Analysis of Variance Approach to Test Significance of Regression

A method called the analysis of variance can be used to test for significance of regression.
The procedure partitions the total variability in the response variable into meaningful compo-
nents as the basis for the test. The analysis of variance identity is as follows:

(11-24)a
n

i"1
1 yi ( y 22 " a

n

i"1
1 ŷi ( y 22 ) a

n

i"1
1 yi ( ŷi22Analysis of

Variance
Identity
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the oxygen purity data from Example 11-1. The hypotheses are

and we will use # " 0.01. From Example 11-1 and Table 11-2
we have

so the t-statistic in Equation 10-20 becomes

t0 "
!̂12$̂2%Sxx

"
!̂1

se1!̂12 "
14.94721.18%0.68088

" 11.35

!̂1 " 14.947 n " 20, Sxx " 0.68088, $̂2 " 1.18

H1: !1 & 0
H0: !1 " 0

Practical Interpretation: Since the reference value of t is
t0.005,18 " 2.88, the value of the test statistic is very far into the
critical region, implying that H0: !1 " 0 should be rejected.
There is strong evidence to support this claim. The P-value for
this test is . This was obtained manually
with a calculator.

Table 11-2 presents the Minitab output for this problem.
Notice that the t-statistic value for the slope is computed as
11.35 and that the reported P-value is P " 0.000. Minitab also
reports the t-statistic for testing the hypothesis H0: !0 " 0.
This statistic is computed from Equation 11-22, with !0,0 " 0,
as t0 " 46.62. Clearly, then, the hypothesis that the intercept is
zero is rejected.

P ! 1.23 ' 10(9

11-4.2 Analysis of Variance Approach to Test Significance of Regression

A method called the analysis of variance can be used to test for significance of regression.
The procedure partitions the total variability in the response variable into meaningful compo-
nents as the basis for the test. The analysis of variance identity is as follows:

(11-24)a
n

i"1
1 yi ( y 22 " a

n

i"1
1 ŷi ( y 22 ) a

n

i"1
1 yi ( ŷi22Analysis of

Variance
Identity
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independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y

H1: !1 % 0
H0: !1 $ 0

0 t0 0 & t'(2,n#2

T0 $
!̂0 # !0,0B"̂2 c 1n )

x2

Sxx
d $

!̂0 # !0,0

se1!̂02
H1: !0 % !0,0

H0: !0 $ !0,0

T0 $
!̂1 # !1,0

se1!̂12

0 t0 0 & t'(2,n#2

T0 $
!̂1 # !1,02"̂2(Sxx

"̂2!̂1

1n # 22"̂2("2

Test Statistic

Test Statistic

relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y
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relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 416

416 CHAPTER 11 SIMPLE LINEAR REGRESSION AND CORRELATION

independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
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dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y

H1: !1 % 0
H0: !1 $ 0

0 t0 0 & t'(2,n#2

T0 $
!̂0 # !0,0B"̂2 c 1n )

x2

Sxx
d $

!̂0 # !0,0

se1!̂02
H1: !0 % !0,0

H0: !0 $ !0,0

T0 $
!̂1 # !1,0

se1!̂12

0 t0 0 & t'(2,n#2

T0 $
!̂1 # !1,02"̂2(Sxx

"̂2!̂1

1n # 22"̂2("2

Test Statistic

Test Statistic

relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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Class activity
Given the regression line: 
       y = 22.2 + 10.5 x    estimated for x = 1,2,3,…,20 
!
1. The estimated slope is: 
  A.                  B.                      C.  biased	

!
!
!
2. The predicted value for x*=10 is 
 A.  y*=22.2  B. y*=127.2   C. y*=32.7 
!
!
!
3. The predicted value for x*=40 is 
A. y*=442.2   B. y*=127.2    C. Cannot extrapolate 
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Confidence interval
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independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y
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relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y

H1: !1 % 0
H0: !1 $ 0

0 t0 0 & t'(2,n#2

T0 $
!̂0 # !0,0B"̂2 c 1n )

x2

Sxx
d $

!̂0 # !0,0

se1!̂02
H1: !0 % !0,0

H0: !0 $ !0,0

T0 $
!̂1 # !1,0

se1!̂12

0 t0 0 & t'(2,n#2

T0 $
!̂1 # !1,02"̂2(Sxx

"̂2!̂1

1n # 22"̂2("2

Test Statistic

Test Statistic

relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 416

416 CHAPTER 11 SIMPLE LINEAR REGRESSION AND CORRELATION

independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y
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although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].

JWCL232_c11_401-448.qxd  1/14/10  8:02 PM  Page 416

true	  parameter



Confidence intervals

�21

11-5 CONFIDENCE INTERVALS 421

11-5 CONFIDENCE INTERVALS

11-5.1 Confidence Intervals on the Slope and Intercept

In addition to point estimates of the slope and intercept, it is possible to obtain confidence
interval estimates of these parameters. The width of these confidence intervals is a measure of
the overall quality of the regression line. If the error terms, !i, in the regression model are
normally and independently distributed,

are both distributed as t random variables with n " 2 degrees of freedom. This leads to the
following definition of 100(1 " #)% confidence intervals on the slope and intercept.

1$̂1 " $12%2&̂2%Sx x and 1$̂0 " $02%B&̂2 c 1n '
x2

Sx x
d

Under the assumption that the observations are normally and independently distributed,
a 100(1 " #)% confidence interval on the slope $1 in simple linear regression is

(11-29)

Similarly, a 100(1 " #)% confidence interval on the intercept $0 is
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find

or

' 2.101 A 1.18
0.68088

14.947 " 2.101 A 1.18
0.68088

( $1 ( 14.947

$̂1 " t0.025,18  B &̂2

Sxx
( $1 ( $̂1 ' t0.025,18  B &̂2

Sxx

&̂2 ) 1.18$̂1 ) 14.947,

This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 

*

12.181 ( $1 ( 17.713

11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
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11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find
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This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 
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11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find

or
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This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 
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11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval

JWCL232_c11_401-448.qxd  1/15/10  4:53 PM  Page 421



�22

Example: oxygen purity tests of coefficients

11-5 CONFIDENCE INTERVALS 421

11-5 CONFIDENCE INTERVALS

11-5.1 Confidence Intervals on the Slope and Intercept

In addition to point estimates of the slope and intercept, it is possible to obtain confidence
interval estimates of these parameters. The width of these confidence intervals is a measure of
the overall quality of the regression line. If the error terms, !i, in the regression model are
normally and independently distributed,

are both distributed as t random variables with n " 2 degrees of freedom. This leads to the
following definition of 100(1 " #)% confidence intervals on the slope and intercept.
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Under the assumption that the observations are normally and independently distributed,
a 100(1 " #)% confidence interval on the slope $1 in simple linear regression is

(11-29)

Similarly, a 100(1 " #)% confidence interval on the intercept $0 is
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find

or

' 2.101 A 1.18
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This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 

*

12.181 ( $1 ( 17.713

11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find

or
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This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 
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11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that
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This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 
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11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that
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Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
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11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0
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EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find

or

' 2.101 A 1.18
0.68088

14.947 " 2.101 A 1.18
0.68088

( $1 ( 14.947

$̂1 " t0.025,18  B &̂2

Sxx
( $1 ( $̂1 ' t0.025,18  B &̂2

Sxx

&̂2 ) 1.18$̂1 ) 14.947,

This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 

*

12.181 ( $1 ( 17.713

11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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11-5 CONFIDENCE INTERVALS
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The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 
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A confidence interval may be constructed on the mean response at a specified value of x, say,
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Example: house selling price and annual taxes

�23
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11-4. An article in Technometrics by S. C. Narula and J. F.
Wellington [“Prediction, Linear Regression, and a Minimum
Sum of Relative Errors” (Vol. 19, 1977)] presents data on the
selling price and annual taxes for 24 houses. The data are
shown in the following table.

Taxes
Sale (Local, School),

Price/1000 County)/1000
25.9 4.9176
29.5 5.0208
27.9 4.5429
25.9 4.5573
29.9 5.0597
29.9 3.8910
30.9 5.8980
28.9 5.6039
35.9 5.8282
31.5 5.3003
31.0 6.2712
30.9 5.9592

Taxes
Sale (Local, School),

Price/1000 County)/1000
30.0 5.0500
36.9 8.2464
41.9 6.6969
40.5 7.7841
43.9 9.0384
37.5 5.9894
37.9 7.5422
44.5 8.7951
37.9 6.0831
38.9 8.3607
36.9 8.1400
45.8 9.1416

(a) Assuming that a simple linear regression model is
appropriate, obtain the least squares fit relating selling
price to taxes paid. What is the estimate of !2?

(b) Find the mean selling price given that the taxes paid are
x " 7.50.

(c) Calculate the fitted value of y corresponding to x "
5.8980. Find the corresponding residual.

(d) Calculate the fitted for each value of xi used to fit the
model. Then construct a graph of versus the correspon-
ding observed value yi and comment on what this plot
would look like if the relationship between y and x was a
deterministic (no random error) straight line. Does the
plot actually obtained indicate that taxes paid is an
effective regressor variable in predicting selling price?

11-5. The number of pounds of steam used per month by a
chemical plant is thought to be related to the average ambient
temperature (in# F) for that month. The past year’s usage and
temperature are shown in the following table:

ŷi
ŷi

Month Temp. Usage/1000
Jan. 21 185.79
Feb. 24 214.47
Mar. 32 288.03
Apr. 47 424.84
May 50 454.58
June 59 539.03

Month Temp. Usage/1000
July 68 621.55
Aug. 74 675.06
Sept. 62 562.03
Oct. 50 452.93
Nov. 41 369.95
Dec. 30 273.98

(a) Assuming that a simple linear regression model is appro-
priate, fit the regression model relating steam usage (y) to
the average temperature (x). What is the estimate of !2?
Graph the regression line.

(b) What is the estimate of expected steam usage when the
average temperature is 55#F?

(c) What change in mean steam usage is expected when the
monthly average temperature changes by 1#F?

(d) Suppose the monthly average temperature is 47#F. Calculate
the fitted value of y and the corresponding residual.

11-6. The following table presents the highway gasoline
mileage performance and engine displacement for Daimler-
Chrysler vehicles for model year 2005 (source: U.S. Environ-
mental Protection Agency).
(a) Fit a simple linear model relating highway miles per gal-

lon ( y) to engine displacement (x) in cubic inches using
least squares.

(b) Find an estimate of the mean highway gasoline mileage
performance for a car with 150 cubic inches engine
displacement.

(c) Obtain the fitted value of y and the corresponding residual
for a car, the Neon, with an engine displacement of 122
cubic inches.

Engine 
Displacement MPG

Carline (in3) (highway)
300C/SRT-8 215 30.8
CARAVAN 2WD 201 32.5
CROSSFIRE ROADSTER 196 35.4
DAKOTA PICKUP 2WD 226 28.1
DAKOTA PICKUP 4WD 226 24.4
DURANGO 2WD 348 24.1
GRAND CHEROKEE 2WD 226 28.5
GRAND CHEROKEE 4WD 348 24.2
LIBERTY/CHEROKEE 2WD 148 32.8
LIBERTY/CHEROKEE 4WD 226 28
NEON/SRT-4/SX 2.0 122 41.3
PACIFICA 2WD 215 30.0
PACIFICA AWD 215 28.2
PT CRUISER 148 34.1
RAM 1500 PICKUP 2WD 500 18.7
RAM 1500 PICKUP 4WD 348 20.3
SEBRING 4-DR 165 35.1
STRATUS 4-DR 148 37.9
TOWN & COUNTRY 2WD 148 33.8
VIPER CONVERTIBLE 500 25.9
WRANGLER/TJ 4WD 148 26.4
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• qualitative	  analysis
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Calculate	  correlation

= 0.8760
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Simplifying these two equations yields

(11-6)

Equations 11-6 are called the least squares normal equations. The solution to the normal
equations results in the least squares estimators and !̂1.!̂0
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n
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2 " a
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n

i"1
 yi

The least squares estimates of the intercept and slope in the simple linear regression
model are

(11-7)

(11-8)

where y " 11$n2 g n
i"1 yi and  x " 11$n2 g n

i"1 xi.
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Least Squares
Estimates

The fitted or estimated regression line is therefore

(11-9)

Note that each pair of observations satisfies the relationship

where ei " yi % is called the residual. The residual describes the error in the fit of the
model to the ith observation yi. Later in this chapter we will use the residuals to provide
information about the adequacy of the fitted model.

Notationally, it is occasionally convenient to give special symbols to the numerator and
denominator of Equation 11-8. Given data (x1, y1), (x2, y2), p , (xn, yn), let

(11-10)

and

(11-11)Sx y " a
n

i"1
1yi % y2 1xi % x2 " a

n

i"1
xiyi %

aan
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xib
 
aan
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 yib
n

Sx x " a
n

i"1
 1xi % x22 " a

n
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x 
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i %

aan
i"1
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n

ŷi

yi " !̂0 # !̂1xi # ei,  i " 1, 2, p , n

ŷ " !̂0 # !̂1x

JWCL232_c11_401-448.qxd  1/15/10  4:53 PM  Page 407

= 191.3612

408 CHAPTER 11 SIMPLE LINEAR REGRESSION AND CORRELATION

Computer software programs are widely used in regression modeling. These programs
typically carry more decimal places in the calculations. Table 11-2 shows a portion of the
output from Minitab for this problem. The estimates and are highlighted. In subse-
quent sections we will provide explanations for the information provided in this computer
output.

!̂1!̂0

EXAMPLE 11-1 Oxygen Purity
We will fit a simple linear regression model to the oxygen
purity data in Table 11-1. The following quantities may be
computed:

Sx x " a
20

i"1
x i

2 #

aa20

i"1
xib2

20
" 29.2892 #

123.9222
20

a
20

i"1
xi yi " 2,214.6566

a
20

i"1
 yi2 " 170,044.5321 a

20

i"1
xi2 " 29.2892

x " 1.1960 y " 92.1605

n " 20 a
20

i"1
xi " 23.92 a

20

i"1
 yi " 1,843.21

Therefore, the least squares estimates of the slope and inter-
cept are

and

The fitted simple linear regression model (with the coefficients
reported to three decimal places) is

This model is plotted in Fig. 11-4, along with the sample data.
Practical Interpretation: Using the regression model, we

would predict oxygen purity of " 89.23% when the
hydrocarbon level is x " 1.00%. The purity 89.23% may be
interpreted as  an estimate of the true population mean purity
when x " 1.00%, or as an estimate of a new observation
when x = 1.00%. These estimates are, of course, subject to
error; that is, it is unlikely that a future observation on purity
would be exactly 89.23% when the hydrocarbon level is
1.00%. In subsequent sections we will see how to use confi-
dence intervals and prediction intervals to describe the error
in estimation from a regression model.

ŷ

ŷ " 74.283 $ 14.947 x
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Figure 11-4 Scatter
plot of oxygen 
purity y versus
hydrocarbon level x
and regression model
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Computer software programs are widely used in regression modeling. These programs
typically carry more decimal places in the calculations. Table 11-2 shows a portion of the
output from Minitab for this problem. The estimates and are highlighted. In subse-
quent sections we will provide explanations for the information provided in this computer
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hydrocarbon level is x " 1.00%. The purity 89.23% may be
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n = 24 x = 34.6125 y = 6.4049
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Simplifying these two equations yields

(11-6)

Equations 11-6 are called the least squares normal equations. The solution to the normal
equations results in the least squares estimators and !̂1.!̂0
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The least squares estimates of the intercept and slope in the simple linear regression
model are
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The fitted or estimated regression line is therefore

(11-9)

Note that each pair of observations satisfies the relationship

where ei " yi % is called the residual. The residual describes the error in the fit of the
model to the ith observation yi. Later in this chapter we will use the residuals to provide
information about the adequacy of the fitted model.

Notationally, it is occasionally convenient to give special symbols to the numerator and
denominator of Equation 11-8. Given data (x1, y1), (x2, y2), p , (xn, yn), let
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• residuals:
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• standard	  error	  of	  regression	  coefficients

�27

= 0.6088
829.0462

= 0.0271

= 0.6088 1
24

+ 34.6125
2

829.0462
⎡

⎣
⎢

⎤

⎦
⎥ = 0.9514



• test	  
!
!

• calculate	  test	  statistics	  
!
!
!

• threshold	  
!

• value	  of	  test	  statistic	  is	  greater	  than	  threshold	  
• —>	  	  	  	  	  	  	  	  	  	  	  reject	  H0	  

�28
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Note that the analysis of variance procedure for testing for significance of regression is
equivalent to the t-test in Section 11-4.1. That is, either procedure will lead to the same conclusions.
This is easy to demonstrate by starting with the t-test statistic in Equation 11-19 with !1,0 " 0, say

(11-27)

Squaring both sides of Equation 11-27 and using the fact that results in

(11-28)

Note that T 2
0 in Equation 11-28 is identical to F0 in Equation 11-26. It is true, in general, that

the square of a t random variable with v degrees of freedom is an F random variable, with one
and v degrees of freedom in the numerator and denominator, respectively. Thus, the test using
T0 is equivalent to the test based on F0. Note, however, that the t-test is somewhat more flexible
in that it would allow testing against a one-sided alternative hypothesis, while the F-test is
restricted to a two-sided alternative.

T2
0 "

!̂2
1Sx x

MSE
"

!̂1Sxy
MSE

"
MSR
MSE

#̂2 " MSE

T0 "
!̂12#̂2$Sx x

11-21. Consider the computer output below.

The regression equation is
Y " 12.9 % 2.34 x

Predictor Coef SE Coef T P
Constant 12.857 1.032 ? ?
X 2.3445 0.1150 ? ?
S " 1.48111 R&Sq " 98.1% R&Sq(adj) " 97.9%

Analysis of Variance
Source DF SS MS F P
Regression 1 912.43 912.43 ? ?
Residual Error 8 17.55 ?
Total 9 929.98

(a) Fill in the missing information. You may use bounds for
the P-values.

(b) Can you conclude that the model defines a useful linear
relationship?

(c) What is your estimate of #2?
11-22. Consider the computer output below.

The regression equation is
Y = 26.8 % 1.48 x

Predictor Coef SE Coef T P
Constant 26.753 2.373 ? ?
X 1.4756 0.1063 ? ?

S " 2.70040 R&Sq " 93.7% R-Sq (adj) " 93.2%

Analysis of Variance
Source DF SS MS F P
Regression 1 ? ? ? ?
Residual Error ? 94.8 7.3
Total 15 1500.0

(a) Fill in the missing information. You may use bounds for
the P-values.

(b) Can you conclude that the model defines a useful linear
relationship?

(c) What is your estimate of #2?

11-23. Consider the data from Exercise 11-1 on x "
compressive strength and y " intrinsic permeability of concrete.
(a) Test for significance of regression using ' " 0.05. Find

the P-value for this test. Can you conclude that the model
specifies a useful linear relationship between these two
variables?

(b) Estimate #2 and the standard deviation of 
(c) What is the standard error of the intercept in this model?

11-24. Consider the data from Exercise 11-2 on x " road-
way surface temperature and y " pavement deflection.
(a) Test for significance of regression using ' " 0.05. Find

the P-value for this test. What conclusions can you draw?
(b) Estimate the standard errors of the slope and intercept.

11-25. Consider the National Football League data in
Exercise 11-3.
(a) Test for significance of regression using . Find

the P-value for this test. What conclusions can you draw?
(b) Estimate the standard errors of the slope and intercept.
(c) Test versus with .

Would you agree with the statement that this is a test of
the hypothesis that a one-yard increase in the average
yards per attempt results in a mean increase of 10 rating
points?

11-26. Consider the data from Exercise 11-4 on y " sales
price and x " taxes paid.
(a) Test H0: !1 " 0 using the t-test; use ' " 0.05.
(b) Test H0: !1 " 0 using the analysis of variance with ' " 0.05.

Discuss the relationship of this test to the test from part (a).

' " 0.01H1: !1 ( 10H0: !1 " 10

' " 0.01

!̂1.

EXERCISES FOR SECTION 11-4
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(a)
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y
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Figure 11-5 The
hypothesis H0: !1 " 0
is not rejected.

Figure 11-6 The
hypothesis H0: !1 " 0
is rejected.

x

y

(a)
x

y

(b)

EXAMPLE 11-2 Oxygen Purity Tests of Coefficients 
We will test for significance of regression using the model for
the oxygen purity data from Example 11-1. The hypotheses are

and we will use # " 0.01. From Example 11-1 and Table 11-2
we have

so the t-statistic in Equation 10-20 becomes

t0 "
!̂12$̂2%Sxx

"
!̂1

se1!̂12 "
14.94721.18%0.68088

" 11.35

!̂1 " 14.947 n " 20, Sxx " 0.68088, $̂2 " 1.18

H1: !1 & 0
H0: !1 " 0

Practical Interpretation: Since the reference value of t is
t0.005,18 " 2.88, the value of the test statistic is very far into the
critical region, implying that H0: !1 " 0 should be rejected.
There is strong evidence to support this claim. The P-value for
this test is . This was obtained manually
with a calculator.

Table 11-2 presents the Minitab output for this problem.
Notice that the t-statistic value for the slope is computed as
11.35 and that the reported P-value is P " 0.000. Minitab also
reports the t-statistic for testing the hypothesis H0: !0 " 0.
This statistic is computed from Equation 11-22, with !0,0 " 0,
as t0 " 46.62. Clearly, then, the hypothesis that the intercept is
zero is rejected.

P ! 1.23 ' 10(9

11-4.2 Analysis of Variance Approach to Test Significance of Regression

A method called the analysis of variance can be used to test for significance of regression.
The procedure partitions the total variability in the response variable into meaningful compo-
nents as the basis for the test. The analysis of variance identity is as follows:

(11-24)a
n

i"1
1 yi ( y 22 " a

n

i"1
1 ŷi ( y 22 ) a

n

i"1
1 yi ( ŷi22Analysis of

Variance
Identity
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= 0.2308
0.0271

= 8.5166

= t0.0025,22 = 3.119
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independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y
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relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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11-5 CONFIDENCE INTERVALS

11-5.1 Confidence Intervals on the Slope and Intercept

In addition to point estimates of the slope and intercept, it is possible to obtain confidence
interval estimates of these parameters. The width of these confidence intervals is a measure of
the overall quality of the regression line. If the error terms, !i, in the regression model are
normally and independently distributed,

are both distributed as t random variables with n " 2 degrees of freedom. This leads to the
following definition of 100(1 " #)% confidence intervals on the slope and intercept.

1$̂1 " $12%2&̂2%Sx x and 1$̂0 " $02%B&̂2 c 1n '
x2

Sx x
d

Under the assumption that the observations are normally and independently distributed,
a 100(1 " #)% confidence interval on the slope $1 in simple linear regression is

(11-29)

Similarly, a 100(1 " #)% confidence interval on the intercept $0 is

(11-30)( $0 ( $̂0 ' t#%2, n"2 B&̂2 c 1n '
x 

2

Sx x
d

$̂0 " t#%2, n"2  B&̂2 c 1n '
x2

Sx x
d

$̂1 " t#%2, n"2  B &̂2

Sx x
( $1 ( $̂1 ' t#%2, n"2  B &̂2

Sx x

Confidence
Intervals on
Parameters

EXAMPLE 11-4 Oxygen Purity Confidence Interval on the Slope
We will find a 95% confidence interval on the slope of the re-
gression line using the data in Example 11-1. Recall that

Sxx ) 0.68088, and (see Table 11-2).
Then, from Equation 11-29 we find

or

' 2.101 A 1.18
0.68088

14.947 " 2.101 A 1.18
0.68088

( $1 ( 14.947

$̂1 " t0.025,18  B &̂2

Sxx
( $1 ( $̂1 ' t0.025,18  B &̂2

Sxx

&̂2 ) 1.18$̂1 ) 14.947,

This simplifies to

Practical Interpretation: This CI does not include zero, so
there is strong evidence (at # ) 0.05) that the slope is not zero.
The CI is reasonably narrow ( 2.766) because the error vari-
ance is fairly small. 

*

12.181 ( $1 ( 17.713

11-5.2 Confidence Interval on the Mean Response

A confidence interval may be constructed on the mean response at a specified value of x, say,
x0. This is a confidence interval about E(Y !x0) ) +Y !x0

and is often called a confidence interval
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independent normal random variables, and consequently, is N(!1, "2!Sxx), using the bias!̂1
and variance properties of the slope discussed in Section 11-3. In addition, has
a chi-square distribution with n # 2 degrees of freedom, and is independent of . As a
result of those properties, the statistic

(11-19)

follows the t distribution with n # 2 degrees of freedom under H0: !1 $ !1,0. We would reject
H0: !1 $ !1,0 if

(11-20)

where t0 is computed from Equation 11-19. The denominator of Equation 11-19 is the standard
error of the slope, so we could write the test statistic as

A similar procedure can be used to test hypotheses about the intercept. To test

(11-21)

we would use the statistic

(11-22)

and reject the null hypothesis if the computed value of this test statistic, t0, is such that
. Note that the denominator of the test statistic in Equation 11-22 is just the stan-

dard error of the intercept.
A very important special case of the hypotheses of Equation 11-18 is

(11-23)

These hypotheses relate to the significance of regression. Failure to reject H0: !1 $ 0 is
equivalent to concluding that there is no linear relationship between x and Y. This situation is
illustrated in Fig. 11-5. Note that this may imply either that x is of little value in explaining the
variation in Y and that the best estimator of Y for any x is [Fig. 11-5(a)] or that the trueŷ $ Y
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relationship between x and Y is not linear [Fig. 11-5(b)]. Alternatively, if H0: !1 $ 0 is re-
jected, this implies that x is of value in explaining the variability in Y (see Fig. 11-6). Rejecting
H0: !1 $ 0 could mean either that the straight-line model is adequate [Fig. 11-6(a)] or that,
although there is a linear effect of x, better results could be obtained with the addition of
higher order polynomial terms in x [Fig. 11-6(b)].
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