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What is Problem solving ?

• We have a problem and want to find a solution !

• Different meanings in different contexts …

• From Wikipedia (!) :
– In psychology, problem solving refers to a state of desire for – In psychology, problem solving refers to a state of desire for 

reaching a definite goal from a present condition that either is 

not directly moving toward the goal, is far from it, or needs 

more complex logic for finding a missing description of 

conditions or steps toward the goal.

– In computer science and in the part of artificial intelligence 

that deals with algorithms, problem solving encompasses a 

number of techniques known as algorithms, heuristics, root 

cause analysis, etc.



Ideally



In practice

[from Poole & Mackworth 2010]
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Problem Representation

• From [Poole & Mackworth 2010] :



Modeling

• We have to model the problem 

… in a modeling language

• and to have a notion of “solution” 

by reduction / simplification of the problemby reduction / simplification of the problem

• Can use the mathematics toolbox:

Logic, polynomial equations, differential equations,…

• Key: we want this model to be (efficiently) 
executable by a computer

• Modeling Language or Modeling Paradigm

with associated computation algorithm(s)



What is a solution ?

• Formula to be satisfied or set of conditions to 

be achieved

• unique solution ? Several solutions ?

• Some solution are better than others ?• Some solution are better than others ?

– Optimal solution

• Sometimes too hard to find …

– Approximate solution

• Quality of solution improving with time: 

– Anytime algorithms



Simple examples

• Mathematical puzzles
– Crypto-arithmetic, magic squares

• Logical puzzles
– boolean formulas (SAT), N-Queens

S E N D

M O R E

M O N E Y

+

=

A. Dürer, Melencolia I (1514)
– boolean formulas (SAT), N-Queens

• Sudoku
A. Dürer, Melencolia I (1514)



Simple ?

• Let’s take magic square

• 10x10 magic square

naïve search space =100¹⁰⁰ =10²⁰⁰

better with permutations:better with permutations:

100! ≈ 10¹⁵⁸

• 400x400 magic square

search space = 160000! ≈ 10⁷⁶³¹⁷⁵

• We will see methods which can solve 400x400 

in less than one hour CPU-time



Simple Scheduling

what is the minimal time to build the house ?

How to schedule the tasks to achieve the goal in minimal time ?



Representation(s)

• Constraints:

• Graph:• Graph:



Disjunctive Scheduling



Solution:
(Gantt chart)
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Constraints:

A1 + A2 + A3 = 200

B1 + B2 + B3 = 400

C1 + C2 + C3 = 300

D1 + D2 + D3 = 100
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What have all this in common ?

• Large search space

• well-identified “goal”

– Notion of solution is easy to define (declaratively)

• But we don’t know how to reach it• But we don’t know how to reach it

• No algorithm to build a solution incrementally

• Hence: 

– need to explore the search space

– Either exhaustively or in an “intelligent”, “guided” 

manner



Methods detailed in this lecture series

• Graph Search

– Representation of states and transitions/actions 

between states → graph

– Explored explicitly or implicitly– Explored explicitly or implicitly

• Constraint Solving

– Represent problem by variables and constraints 

– Use specific solving algorithms to speedup search

• Local Search and Metaheuristics

– Evaluation function to check if state is “good” or not

– Optimization of the evaluation function



Methods NOT detailed in this lecture series

• Numerical Optimization Methods

– For continuous domains & twice differentiable 

functions

• Linear Optimization methods• Linear Optimization methods

– For Linear Constraints & rational domains

– Simplex algorithm, Interior Point Methods

– Integer Programming, cutting plane methods

• Dynamic Programming

– Decomposable problem, recursive relation



Lectures

1. Introduction

(now!)

2. classical A.I. : State-graphs and 

the A* algorithm

3. Constraint Satisfaction Problems  

(CSP)

7. Combinatorial Optimization 

Problems

8. Local Search techniques

9. Some Metaheuristics:              

Tabu search, simulated annealing

10. Population-based Methods (CSP)

4. Constraint Solving Techniques I 

5. Constraint Solving Techniques II 

(indexicals)

6. Constraint Programming

10. Population-based Methods 

Genetic algo., Beam search,  //

11. Constraint-based local search

12. Parallel Local Search



LECTURE 1

INTRODUCTIONINTRODUCTION



Graph Search

• A large variety of problems can be 

represented by a graph

• Solutions can be considered as defining 

specific nodesspecific nodes

• Solving the problem is reduced to searching 

the graph for those nodes 

– starting from an initial node

– each transition in the graph corresponds to a 

possible action

– ending when reaching a final node (solution)



Single-state Graph Search

• A problem is defined by :

1. An initial state

2. A successor function S(X) = set of action-state 

pairspairs

3. A set of specific nodes: the goals

4. ? A path cost (additive)

A solution is the sequence of actions leading 

from the initial state to a goal



The 8-puzzle

• can be generalized to 

15-puzzle, 24-puzzle, etc. 

• Any (n2 -1)-puzzle for n ≥ 3

• state =  permutation of (Ø, 1, 2, 3, 4, 5, 6, 7, 8)• state =  permutation of (Ø, 1, 2, 3, 4, 5, 6, 7, 8)

• e.g. state above is: (2,8,3,1,6,4,7,Ø,5)

• 9! = 362,880 possible states

• Solution: (Ø,1,2,3,4,5,6,7,8)

• Actions: possible moves, e.g. :

(2,8,3,1,6,4,7,Ø,5)→ (2,8,3,1,Ø,4,7,6,5) 



Water Jug Problem

• Problem

we have one jug of 3 liters, one jug of 4 liters

we want to put exactly 2 liters of  in the  4 l. jug

• Formulation of the problem:• Formulation of the problem:

– state represents the content of jugs:

thus 2 variables:  J₃ and J₄

Initial state:  (0,0) 

Final state:    (_,2)

– Actions:

• Fill jugs

• Empty jugs

• What else?











Basic Graph Search Algorithm



Basic Graph Search Algorithm

… beware of cycles !



Different Search Algorithms



• Declarative language : modeling is easy

• local specification of the problem

Constraint Modeling

• global consistency achieved (or approximated)

by constraint solving techniques

• compositionality : constraints are combined 

implicitly     through shared logical variables



Basic Objects

Variable: a place holder for values

X Y Z L U List, , , , ,
3 21

Function Symbol: mapping of variables to valuesFunction Symbol: mapping of variables to values

Relation Symbol: relation between variables

+ − × ÷, , , , sin,cos,||

≠≤= ,,arithmetic relation:

symbolic relation:         all_different



• Declarative relations between variables

• Constraints used to both model and solve      

the problem

• specific algorithms for efficient computation

Constraints

• specific algorithms for efficient computation

• Constraints could be numeric or symbolic :

X ≤ 5      ,     X + Y = Z

all_different(X1,X2,…,Xn)

at_most(N,[X1,X2,X3],V)

• multi-directional  relations



Constraint Satisfaction Problems

• Variables X1 ... Xn

unknowns of the problem

• Domains D1 ... Dn

search space

• Constraints C1 ... Cp

partial information on the variables

Search space is D1 ×... × Dn : combinatory explosion



• a CSP is a triple  < V , D, C > where :

• V={V1,...,Vn} is a (finite) set of variables

• D ={D1,...,Dn} a set of domains Di for each variable Vi

(finite sets  of possible values)

Constraint Satisfaction Problem (CSP)

(finite sets  of possible values)

• C={C1,...,Cp} is a set of constraints on variables of V

• a constraint Ci(Vi1,...,Vik)

on variables {Vi1,...,Vik} is defined as a subset 

of the cross-product Di1x ... x Dik



Crypto-arithmetics as CSP

S  E  N  D 

+     M  O  R  E
________________________________________

M O  N  E  Y

each letter represents a (different) digit

and the addition should be correct !

...  Solution ?

• Two different models with constraints



R4 R3    R2    R1 variables :

S  E  N  D                           {S,E,N,D,M,O,R,Y,R1, R2, R3, R4}

+     M  O  R  E         
_____________                                       domains :

M  O  N  E  Y                           {0,...,9} for the letters

R4   R3      R2     R1                                                                       {0,1}   for the carries

constraints :constraints :

all_different(S,E,N,D,M,O,R,Y}               S ≠ 0                     M ≠ 0 

5 constraints for columns        or one single constraint
D + E  =  Y + 10 * R1                               1000*S + 100*E + 10*N + D

R1 + N + R  =  E + 10 * R2                           + 1000*M + 100*O + 10*R + E
R2 + E + O  =  N + 10 * R3         = 10000*M + 1000*O + 100*N + 10*E + Y
R3 + S + M  =  O + 10 * R4
R4                =  M



Constraint (hyper-)Graph

• Variables:• Variables:

F T U W R O X1 X2 X3

• Domains: 

{0,1,2,3,4,5,6,7,8,9}

• Constraints: 

all_different (F,T,U,W,R,O)

T ≠ 0     F ≠ 0         X3 = F

O + O = R + 10 * X1

X1 + W + W = U + 10 * X2

X2 + T + T = O + 10 * X3



• Heuristic methods (from Greek: "Εὑρίσκω“)

– “guided”, but incomplete…

• To be used when search space is too big 
and cannot be searched exhaustively

• So-called « Metaheuristics » : 

Local Search & Metaheuristics

• So-called « Metaheuristics » : 
general techniques to guide the search

• Experimented in various problems :

– Traveling Salesman Problem (since 60 ’s )

– scheduling, vehicle routing, cutting

– SAT

• Simple but experimentally very efficient ...



Traveling Salesman Problem

• Local search introduced by  [Lin 1965]

• Idea: edge exchange (2-opt, 3-opt, k-opt)



TSP by Local Search

• A tour can be represented by a permutation  of the list of city nodes

• 2-opt: Swap the visit of 2 nodes

• Cf. example: 

(a, b, e, d, c, f, g> → <a, b, c, d, e, f, g>

• Naïve Local Search algorithm

– Start by a random tour

– Consider all tours formed by executing swaps of 2 nodes

– Take the one with best (lower) cost

– Continue until optimum or time-limit reached



Local Search - Iterative Improvement

(v1 ... vn)

(v’1 ... v’n)

(w1 ... wn)

Notion of Neighborhood
&
Objective function to minimize

“Optimal” 
Solution



Local Search - Iterative Improvement

(v1 ... vn)

(v’1 ... v’n)

(w1 ... wn)

solving as optimization :
Objective function to minimize
e.g. number of unsatisfied constraints

Solution



• Optimization problem with objective function
– e.g. fitness function to maximize, or cost to minimize

• Basic algorithm :

– start from a random assignment

Key Ideas

– start from a random assignment

– Explore the « neighborhood »

– move to a « better » candidate

– continue until optimal solution is found

• iterative improvement

• anytime algorithm 

– outputs good if not optimal solution



Hill-Climbing / Gradient Descent

• Fitness/Cost/Objective function to optimize 

– Hill-Climbing = maximization

– Gradient Descent = minimization



Hill-Climbing / Gradient Descent

• Beware !



Hill-Climbing / Gradient Descent

• Beware !

• Many different methods to avoid this problem…



Caveats…

• Escape from local optima 

of evaluation/cost/objective function 

• Need ways to re-start the search

– Partial or global– Partial or global

• Intensification vs. diversification

– faster toward optimum (but maybe local…) 

– diversify the search

• Shape / ruggedness  of landscape

Definition of a good objective function



Local versus Global



Summary: Which Method to use ?

• Graph-based search

– basic method, e.g. when no structure is known

– Useful if full path to solution is needed

• Constraint Satisfaction • Constraint Satisfaction 

– Declarative model

– Specialized algorithms, programming tools

• Local Search & Metaheuristics

– When search space is huge

– Different metaheuristics, different performances

– Tuning is essential
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Programming Tools

• Comet 2.1 (CP & LS)

http://dynadec.com/support/downloads/

• Gecode (CP library for C++)

http://www.gecode.org/http://www.gecode.org/

• GNU Prolog (CLP language)

http://www.gprolog.org/

• IBM ILOG CP CPLEX Optimizer (IP, MIP & CP)

http://www-01.ibm.com/software/integration/optimization/cplex-

optimization-studio/


